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Investigating the impact of automated feedback on students’
scientific argumentation
Mengxiao Zhu a, Hee-Sun Leeb, Ting Wanga, Ou Lydia Liua, Vinetha Belura and
Amy Pallantb

aEducational Testing Service, Princeton, NJ, USA; bConcord Consortium, Concord, MA, USA

ABSTRACT
This study investigates the role of automated scoring and feedback
in supporting students’ construction of written scientific arguments
while learning about factors that affect climate change in the
classroom. The automated scoring and feedback technology was
integrated into an online module. Students’ written scientific
argumentation occurred when they responded to structured
argumentation prompts. After submitting the open-ended
responses, students received scores generated by a scoring
engine and written feedback associated with the scores in real-
time. Using the log data that recorded argumentation scores as
well as argument submission and revisions activities, we answer
three research questions. First, how students behaved after
receiving the feedback; second, whether and how students’
revisions improved their argumentation scores; and third, did item
difficulties shift with the availability of the automated feedback.
Results showed that the majority of students (77%) made
revisions after receiving the feedback, and students with higher
initial scores were more likely to revise their responses. Students
who revised had significantly higher final scores than those who
did not, and each revision was associated with an average
increase of 0.55 on the final scores. Analysis on item difficulty
shifts showed that written scientific argumentation became easier
after students used the automated feedback.
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Introduction

According to the Next Generation Science Standards (NGSS Lead States, 2013), scien-
tific argumentation is one of the eight scientific practices in K–12 education in which
students are expected to engage while learning science. Since scientific argumentation
is carried out through their written or spoken language, students’ ability to construct
scientific arguments is usually assessed through constructed-response items. In
addition, constructed-response items are associated with a greater degree of construct
representation and can more effectively capture students’ thoughts than multiple-
choice questions with structured responses (Lane, 2005; Lee, Liu, & Linn, 2011;
Shepard, 2009). However, human scoring of constructed-response items takes a lot
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of time (Wainer & Thissen, 1993), which makes it practically impossible for individual
students in the classroom to get instant feedback. Fortunately, recent decades have wit-
nessed the application of natural language processing (NLP) techniques to autoscoring
of written texts, which can allow students to receive instant scores and real-time feed-
back (e.g. Dzikovska et al., 2013; Ha, Nehm, Urban-Lurain, & Merrill, 2011; Liu, Rios,
Heilman, Gerard, & Linn, 2016). While autoscoring applications and related studies are
beginning to crop up, the impact of automated feedback on written scientific argumen-
tation is yet to emerge.

To investigate the impact of automated feedback on student learning of scientific argu-
mentation, this study used an online climate change curriculum module that had eight
scientific argumentation tasks with which automated scoring and feedback mechanisms
were integrated. Since all student interactions with the module as well as their answers
and scores were recorded by the server in the background, we analysed log data to
answer the first two questions shown below and conducted psychometric analyses to
answer the third:

(1) What patterns emerged in students’ responses to the automated feedback?
(2) How did students’ response patterns relate to their final argumentation scores?
(3) How did item difficulties shift from the initial to last argumentation responses?

By answering the first two questions, we sought to characterise the type of impact the
automated feedback can create on student learning of scientific argumentation. We also
examined the item difficulty shifts before and after the automated feedback was provided
to students because if students were improving scientific argumentation through auto-
mated feedback, scientific argumentation tasks should become easier after revisions
based on the feedback.

Research background

Scientific argumentation

It is well publicised that secondary school students in the U.S.A. perform around the
mid-range on internationally administered science assessments such as Trends in
International Math and Science Study (TIMSS) (Gonzales et al., 2008) and Program
for International Student Assessment (PISA) (OECD, 2010) (as cited in Cope, Kalant-
zis, Abd-El-Khalick, & Bagley, 2013). Nationwide concerns over the quality of science
education have persisted in the past decades and have resulted in several rounds of
standards initiatives. Most recent is the Next Generation Science Education Standards
(NGSS) which are conceptually based on a book entitled ‘A Framework for K-12
Science Education: Practices, Cross Cutting Concepts, & Core Ideas’ (NRC, 2012).
NGSS incorporates scientific practices as a means to learn disciplinary core ideas.
Among the eight science practices identified in the NGSS scientific argumentation,
the process of making a claim using evidence interpreted in light of the established
knowledge (Sandoval & Reiser, 2004) within the confines of investigations where
theoretical and methodological limitations abound (Staley, 2014) reflects how scientific
knowledge is generated, debated, and refined (Bricker & Bell, 2008). Scientific
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argumentation is, therefore, viewed as helping students make sense of scientific ideas,
instead of just rote memorisation (Aufschnaiter, Erduran, Osborne, & Simon, 2008). It
can also aid students to engage in collaborative learning and decision-making (Chin &
Osborne, 2010; Duschl & Osborne, 2002; Kuhn & Udell, 2003).

Scientific argumentation in the science classroom has been implemented in different
ways, including written argumentation when students conclude their data-based investi-
gations (Duschl & Osborne, 2002) and argumentation discourse when students commu-
nicate, debate, and critique one another’s arguments in social settings (Kuhn, 2010). The
former is known as rhetorical argumentation, while the latter is known as dialogic argu-
mentation. In this study, we focus on the former since automated scoring and feedback are
designed to help individual students or groups of students working together write argu-
ments that are more complete, more conceptually elaborated, and more integrated
between data and reasoning.

Most scientific arguments include commonly recognisable elements (Sampson & Clark,
2008). The most referenced Toulmin (1958)’s structural analysis of argumentation
includes a claim to the question students are investigating, data that are collected and ana-
lysed to support their claim, warrants that establish explicit links between the data and
scientific knowledge, backing that theoretically supports the scientific validity of the war-
rants, qualifiers that indicate the strength of the claim, and conditions of rebuttal that
specify the conceptual, methodological, and contextual boundaries where the claim can
be true. To improve students’ written argumentation, many instructional approaches
focus on claim–evidence–reasoning expressed in claim, data, warrants, and backing
(Sampson & Clark, 2008). On the other hand, qualifiers and conditions of rebuttal have
been promoted mainly through rebuttals or counterarguments in spoken discourse set-
tings where two or more students or groups of students are involved (Erduran, Simon,
& Osborne, 2004; Kuhn & Udell, 2003). Recently, Lee et al. (2014) proposed a scientific
argumentation framework that assesses not only claim–evidence–reasoning, but also qua-
lifiers and conditions of rebuttal through scientific uncertainty. Their Rasch analysis
results indicate that elaborating uncertainty attribution is, indeed, part of the their pro-
posed scientific argumentation construct, and the inclusion of uncertainty fundamentally
distinguishes argumentation where the strength and limitation of the said claim are dis-
cussed from the explanation where data–theory coordination is established (Lee et al.,
2014). Uncertainty attribution plays a role in formulating scientific arguments because
much of the evidence on which arguments are based – such as models and scientific
data – are investigator-selected representations of the real-world phenomenon, and scien-
tific knowledge and theory can only explain some parts of the phenomenon (Lee et al.,
2014). This means a certain amount of uncertainty will always inherently exist in scientific
evidence and, consequently, in formulating scientific arguments (Lee et al., 2014). In this
study, students’ ratings of uncertainty regarding their arguments, and their attribution of
uncertainty sources, are used alongside claims and explanations to form a four-component
assessment structure.

Automated scoring and feedback

It is very challenging for teachers to evaluate every student’s written text and provide
timely feedback to the student for further improvement. However, automated scoring
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technologies derived from NLP have made it possible to score students’ content-based
short-answer written text immediately. These technologies have opened the door for
using students’ written texts in formative assessment opportunities in the classroom.
Some examples of automated scoring engines are c-rater™ and c-rater-ML developed
by Educational Testing Service (Leacock & Chodorow, 2003; Liu et al., 2016), AutoMark
(Mitchell, Russell, Broomhead, & Aldridge, 2002), SIDE (Mayfield & Penstein Rosé,
2010), EvoGrader (Moharreri, Ha, & Nehm, 2014), and Intelligent Tutoring Systems
such as AutoTutor (Graesser, 2011), ITSPOKE (Litman & Silliman, 2004), and TLCTS
(Johnson & Valente, 2009). Application of these new technologies stimulates interests
in the assessment of student learning that occurs in highly complex cognitive skills
which multiple-choice item types cannot effectively capture. Scientific argumentation
is one such skill associated with students’ generation of their own texts, rather than stu-
dents’ selection of a best answer among the provided.

Providing feedback has been shown to enhance student learning significantly (Azevedo
& Brenard, 1995; Shute, 2008); thus, many experts consider feedback as a critical com-
ponent of learning (Black, Harrison, Lee, Marshall, & Wiliam, 2003; Clarke, 2003;
Hattie, 2009). One advantage of automated scoring engines, besides the efficiency they
provide for scoring, is that feedback can be coupled with automated scores in order to
provide instant real-time feedback, which is not feasible under human scoring. The imme-
diacy of such feedback is noteworthy, as immediate, rather than delayed, feedback is likely
to correct misconceptions before they are encoded into students’ learning (Dihoff, Brosvic,
& Epstein, 2003), and therefore offers greater benefit to students (Anderson, Magill, &
Sekiya, 2001; Shute, 2008). In the present study, students are provided feedback on the
content of their answers, and the effectiveness of such feedback will be evaluated based
on students’ score changes and reactions to the feedback.

The research context

The climate change module and the argumentation task blocks

This study used the modified version of the High-Adventure Science ‘What is the future of
Earth’s Climate?’ module (http://authoring.concord.org/sequences/47) (hereafter referred
to as the Climate change module), an interactive online module developed by the Concord
Consortium. The module consists of five activities, each focusing on a specific topic on
climate change. The topics addressed in the module are (1) Earth’s changing climates
as illustrated in data trends over different time scales; (2) how solar radiation interacts
with components of Earth’s surface and atmosphere; (3) the relationships between
ocean surface temperature and levels of atmospheric carbon dioxide and water vapour;
(4) feedback of ice and clouds on Earth’s temperature; and (5) how solar radiation,
Earth’s surface, and greenhouse gases interact to cause global warming. Each activity
includes six to eight steps and is estimated to last about 45 minutes. On each activity
step, students gain knowledge about climate change through reading descriptions of scien-
tific phenomena and investigations, viewing images and videos, analysing data tables and
graphs, and running interactive computer models. Students are prompted to respond to
various types of questions stated in multiple-choice and open-ended formats throughout
the entire module.
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The climate change module includes eight scientific argumentation tasks where auto-
mated scoring and feedback are embedded. In order to elicit students’ argumentation
responses, a four-part argumentation format is used. This argumentation format consists
of a claim, explanation of the claim, student rating of uncertainty, and uncertainty attribu-
tion. Among them, the claim is a multiple-choice item, while the uncertainty rating is on a
5-point Likert scale from very uncertain to very certain. The explanation and uncertainty
attribution are constructed-response items. The automated scoring and feedback are
designed to work for the explanations and uncertainty attributions. We call this four-com-
ponent argumentation format an argumentation block. The main reason we explicitly sep-
arate these four parts was due to the fact that students have difficulties with distinguishing
claim, data/evidence, and warrant/reasoning when unguided (Berland & Reiser, 2009). In
addition, students can request to view related guidelines (as shown in Table 1) per argu-
mentation block.

These guidelines are first used when students are introduced to argumentation as part
of an introductory class activity to the climate change module and appear when students
click on the ‘?’ icon near each item.

Figure 1 shows an example of an argumentation block. This argumentation task asks
students to predict the future of the average global temperature. The argumentation
task posits a scientific question and shows a plot of historical temperature data with
three options of future temperature trends. Students are asked to construct arguments
in the argumentation block. In this case, Question # 7 (Claim) asks the students to
choose the future trend based on the historical observation. Question # 8 (Explanation)
asks the students to justify their choices. Question # 9 (Uncertainty rating) and Question
# 10 (Uncertainty attribution) ask the students to rate their certainty about their choices
and justify that certainty, respectively. Note that the numbering of questions follows the
order in which the questions are presented in the climate change module activities.

There are eight argumentation blocks across the five climate change module activities.
The activity titles and the page titles where the argumentation blocks are embedded are

Table 1. Guidelines for the four parts in an argumentation block.
Claim guidelines . A good claim is based on the evidence

. Evidence may come from graphs and charts

. Evidence may also come from models that you run

Explanation guidelines . A good explanation will cite specific evidence that backs up the claim
. When there is a graph or table, you can cite evidence directly from the source
. When there is a model, you can describe what happened in the model
. A good explanation combines evidence with scientific knowledge

Uncertainty rating
guidelinesa

. Picking a certainty rating is a way to signal how certain you are with your claim

. Your certainty rating can be based on how well the scientific knowledge fits the
evidence from models, charts, or graphs

. Your certainty rating can also reflect on the quality of the evidence or investigation that
produced the evidence

Uncertainty attribution
guidelines

. A good certainty explanation will explain why you are certain or uncertain about your
response

. Some topics are more certain than others. Consider the completeness of the evidence,
biases in the evidence, and changes that could affect the trends over time

aNote that we used certainty rating, instead of uncertainty rating, to minimise students’ confusion.
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Figure 1. An example of an argumentation block.
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listed in Table 2. For each argumentation block, students work on the questions, submit their
answers to receive the automated scoring and feedback, and then revise and resubmit. Revi-
sions are voluntary, not mandatory. There is no limit on how many times students can
resubmit. The climate change module is implemented as part of classroom instruction.

Automated scoring and feedback

Automated scoring and feedback are provided when students construct responses to
explanation and uncertainty attribution prompts for each argumentation block. Students’
responses are scored immediately following submission to c-rater-ML (Heilman &
Madnani, 2013). c-rater-ML is an automated scoring engine designed for scoring short
constructed-response answers and developed at the Educational Testing Service. It uses
supervised machine learning and automated model-building processes to produce
scoring models for the items and has been previously used to score complex con-
structed-response science items (Liu et al., 2014, 2016). For each argumentation block,
explanations are scored on a 7-point scale ranging from 0 to 6, representing:

. Score 0: Blank or off-task responses

. Score 1: Incorrect claim, data, or reasoning is mentioned

. Score 2: Restatement of the claim they chose in the prior multiple-choice claim prompt

. Score 3: Scientifically relevant but not fully elaborated statements related to data or
reasoning

. Score 4: Scientifically valid, relevant, and fully elaborated data citation without the
mention of reasoning

. Score 5: Scientifically valid, relevant, and fully elaborated reasoning statement without
the mention of data

. Score 6: Scientifically valid, relevant, and fully elaborated data and reasoning

Uncertainty attributions are scored on a 5-point scale ranging from 0 to 4 as follows:

. Score 0: Blank or off-task responses

. Score 1: Personal knowledge, experience, or beliefs about the scientific phenomenon,
data, or investigation

. Score 2: Nominal mention of ‘data’ without elaborating the specific patterns or features
related to the data mentioned

. Score 3: Scientifically valid elaboration of uncertainty sources associated with the inves-
tigation related to the argumentation task

Table 2. Eight argumentation blocks in the climate change module.
Argumentation
block index Activity title Page title

1 Earth’s changing climates Predicting the future
2 Interactions within the atmosphere Carbon dioxide in the atmosphere
3 Interactions within the atmosphere Historical carbon dioxide levels
4 Sources, sinks, and feedbacks Changing ocean temperature
5 Sources, sinks, and feedbacks Water vapour: a powerful greenhouse gas
6 Sources, sinks, and feedbacks Combining the effects of carbon dioxide and water vapour
7 Feedbacks of ice and clouds Arctic sea ice
8 Using models to make predictions How much reduction?
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. Score 4: Mention of methodological, theoretical, or contextual limitation of the inves-
tigation related to the argumentation task

For further discussion of the uncertainty attribution scoring method, see Lee, Pallant,
Lord, and Liu (2017). Scoring rubrics for all argumentation blocks are available
(Pallant, Pryputniewicz, Lord, & Lee, 2016). Table 3 summarises the features of the
items in an argumentation block.

The first step in building automated scoring models is to obtain as many human scores
as possible. In this study, previously collected responses from 1180 students to each of the
16 constructed-response items related to explanations and uncertainty attributions were
scored. Scoring rubrics were developed using the uncertainty-infused scientific argumen-
tation framework developed at the Concord Consortium and published and validated by
Lee et al. (2014). The data set was scored by multiple experts, including the developer of
the scoring rubrics who had over 20 years of science assessment research experience and
science content knowledge, and the developer of the climate change module. The inter-
rater reliability across the 16 items ranged from 0.82 to 0.96.

c-rater-ML was used to train the models for each of the 16 items using the human-
scored responses. For each item, the human-scored responses were randomly split into
two sets; a training set included two-thirds of the responses and was used to build the
models, while a test set included the remaining third of the responses and was used to vali-
date the model. From the examples in the training set, c-rater-ML extracted several lin-
guistic features, including word sequences, character sequences, semantic and syntactic
dependencies, and response length. The c-rater-ML system used support vector
regression, similar to multiple regression, to model relationships between linguistic fea-
tures of the student responses in the training set and the scores. Specifically, a supervised
machine learning algorithm analysed the examples in the training set and produced an
inferred function, which could then be used to map new responses to scores.

For evaluating model performance on the test set, quadratic weighted kappa (QWK),
Pearson’s correlation (r), and standardised mean difference (SMD) were computed as
measures of agreement between the human and c-rater-ML scores. For the purposes of
this study, we used the thresholds suggested by Williamson, Xi, and Breyer (2012) that
the satisfactory human–machine agreement with QWK and r must be at least 0.70, and
SMD cannot exceed 0.15; and degradation from human–human agreement to human–
machine agreement is recommended to be less than 0.10. For all items in this study, the
QWK values were above 0.70, correlation coefficients were above 0.70, and the SMD
values were less than 0.15. Degradation from human–human agreement to human–
machine agreement ranges from 0.04 to 0.22 for QWK and −0.07 to 0.15 for correlation.
Although the degradation for the subset of the data is slightly over the suggested threshold
of 0.10, we consider overall good human–machine agreement was achieved for two reasons:

Table 3. Argumentation block structure.
Argumentation element Item type Scoring Feedback

Claim Multiple choice No scoring No
Explanation Constructed response Automated score of 0–6 Provided
Rating of uncertainty Likert scale No scoring No
Uncertainty attribution Constructed response Automated score of 0–4 Provided
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(a) only 25%of the responseswere double-scored by two raters and (b) those two raterswere
experienced scorers for those items in the Climate change module, leading to a fairly high
human–human agreement. In conclusion, the automated scoring models showed good
human–machine agreements for all explanation and uncertainty rationale items (Mao
et al., 2016), and c-rater-ML was able to closely approximate human scores given to
complex science items for the purpose of student learning.

Automated feedback was then designed to address what students were missing or not
elaborating in their constructed responses in order to help them formulate a competitive
argument. Since each score represents ways students incorporate or do not incorporate a
particular set of data, reasoning, and uncertainty sources of attribution, feedback state-
ments were developed for each score across the eight argumentation blocks. Details of
feedback statements for corresponding score categories are presented in Tables 4 and 5.
Generally, each feedback statement includes two parts. The first part is the evaluation
of the current argumentation response and the second part provides suggestions on
how to improve the response to receive higher scores. Since there are no additional argu-
mentation elements to include, the feedback statements for the highest score categories
include only the first evaluation part. Students decide whether to make revisions and
resubmit and can revise as many times as they desire. At each round of revision, students
are also asked to rate the usefulness of the feedback on the 3-point scale of ‘Not at all’,
‘Somewhat’, and ‘Very’.

Log data

While students work on the questions in the browser, all students’ responses to activity
prompts including the argumentation blocks are automatically recorded by the server.

Table 4. Explanation score and matching feedback.
Score Feedback

0 You have not explained your claim yet. Can you include scientific evidence and reasoning that explain your claim?
1 Your claim, evidence, or reasoning was either inconsistent with scientific views or was unclear. Can you modify or

elaborate your explanation?
2 You made a claim without an explanation. Can you include scientific evidence and reasoning that support your

claim?
3 You identified some climate-related factors associated with temperature. Can you include evidence and reasoning

that explain the associations?
4 You included evidence for your claim. Can you elaborate how or why the evidence supports your claim?
5 You included scientific reasoning that explained your claim. Can you add evidence to support your reasoning?
6 You included evidence and reasoning to support your claim. Great job!

Table 5. Uncertainty attribution score and matching feedback.
Score Feedback

0 You have not explained your certainty rating. Have you compared the strengths and weaknesses of the evidence
that you used to support your claim?

1 Your personal beliefs, experiences, and attitudes can influence your certainty rating. How do the strengths and
weaknesses of the scientific evidence affect your certainty rating?

2 You mentioned that either the data or the model affected your certainty rating. Can you be more specific about
how the data or model influenced your rating?

3 You mentioned specific evidence and knowledge that influenced your certainty rating. Have you also considered
the strengths and limitations of the data and models related to this question?

4 You recognised strengths and limitations of knowledge and evidence related to the current investigation.
Excellent!
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Each student is assigned to a Student ID and a User ID as unique keys, and the Student ID
andUser ID are one-on-onematched. The current system design records all information in
three files, which can be cross-checkedwith each other using these unique keys for students.
The file ‘Arg-block Report’ includes details on each argumentation block submission and
has Student ID as the key. The file ‘Activity Log’ has time-stamped data on all interactions
students had with the system, such as opening a certain page, start to answer a question, or
submit the answers. It uses the User ID as the key. Finally, the file ‘Answer Details’ contains
information on the final responses to all questions in the module and the report on the pro-
gress. Both Student ID and User ID are included in this file. Structures of log files are illus-
trated in Figure 2. Analyses in this study focus on the data provided in the first file, because it
is themain file that captures the interactions of the studentswith the automated feedback for
the eight argumentation blocks.

When a student clicked the submit button inside the argumentation block, the student’s
responses to all four argumentation prompts were saved as a single row of record and
added into the Arg-block Report file. Students could not submit one argumentation
prompt at a time. This record contains the time-stamp of that submission, the student
ID, as well as the answers, scores, and feedback. We aggregated the data for each argumen-
tation block submission because each submission was made as a whole for the argumenta-
tion block. Thus, we used the sum of explanation and uncertainty attribution scores as the
score representing the quality of the argumentation submitted. We then aggregated the
argumentation data for each student and generated variables including the total
number of argumentation blocks completed, the mean initial scores for all argumentation
blocks finished by students, the mean final scores for all argumentation blocks finished by
students, the mean number of revisions, the mean score increase, the mean time spent on
revisions, and the average rating for the usefulness of the feedback.

Method

Participants

The data used in this study were collected in Fall 2015 from 11 classes taught by 3 teachers
in 3 high schools in the U.S.A. These teachers implemented the climate change module as
part of their classroom teaching. The climate change module was delivered online through

Figure 2. Structure of log data.
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a web-portal connected to the curriculum server residing at the Concord Consortium. The
students in small groups worked under the teachers’ guidance on the climate change
module activities. Even though students worked collaboratively during the module activi-
ties, they produced individual responses to the argumentation prompts. A total of 183 stu-
dents participated in this study. Among them, 45% were females, 49% were males, and 6%
did not report gender. There were 87% Whites, 2% African Americans, 1% Hispanics, 1%
Asians, 1% Pacific Islanders, and the rest either chose not to answer or reported to belong
to another category. In terms of grades, there were 40% 9th graders, 8% 10th graders, 26%
11th graders, 19% 12th grader, and 7% of the participants did not report their grades.

Data analyses

To answer the first research question on the patterns of students’ revisions, we conducted
frequency analysis to examine students’ submission and resubmission actions, indepen-
dent sample t-tests to compare initial scores of students who revised with that of those
who did not revise, and Pearson correlation and regression analysis to see if the
number of revisions was related to scores.

To address the second research question on the relationship between students’ response
change and their final scores, we used independent sample t-tests to compare mean initial
and final scores for students who revised. We also used linear regression analysis to see if
the number of revisions predicted score increases.

To answer the third research question on item difficulty shifting, we performed ana-
lyses based on classical test theory (CTT) and item response theory (IRT). Item statistics
including item difficulty, corrected item-total correlations, and Cronbach’s alpha
reliability were examined. Items were designed to measure a single-dimension construct
(climate change); thus, we conducted a parallel analysis to evaluate if the unidimensional
assumption was met. Parallel analysis (PA) is employed to detect the number of com-
ponents or factors to retain from principal factor analysis (Horn, 1965), and various
studies indicate that PA shows the least variability and sensitivity to different factors
(Glorfeld, 1995; Zwick & Velicer, 1986); thus, it was recommended to use it to determine
the unidimensionality in this study. The Rasch Partial Credit Model (PCM) was used for
analysis after confirming the unidimensionality of the data in ConQuest. Lastly, we com-
pared the item difficulties between the initial and last responses.

Results

Argumentation block completion

We first report descriptive statistics on how many students completed and revised the
argumentation blocks. Each of the 183 students in our data set had the chance to work
on the eight argumentation blocks, but not all of them completed all the argumentation
blocks. On average, each student completed 6.57 argumentation blocks. Figure 3 shows
a bar chart of the number argumentation blocks completed by students. Even though
only 68 students (37.16%) completed all eight argumentation blocks, 162 (88.52%) stu-
dents completed more than half of the argumentation blocks.
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Student revision patterns

To identify how students’ responses changed after receiving immediate feedback state-
ments, we focused on variables related to argumentation revisions. Students’ revisions
showed that students made use of the feedback. Overall, 77% of 183 students made revi-
sions to one or more argumentation blocks, whereas only 23% did not make any revisions.
The distribution of the number of revised argumentation blocks is shown in Figure 4.
Since not all students completed six, seven, or eight argumentation blocks that appeared
towards the end of the module, the number of students who revised six, seven, or eight
argumentation blocks decreased dramatically. Among the 1202 argumentation blocks
completed by the 183 students, 32% were revised after receiving the feedback. At the indi-
vidual student level, among students who made at least one revision, each student revised
an average number of 2.08 argumentation blocks, with 1.59 revisions on each block. Each
round of revision took an average of 11.79 seconds before resubmission.

Figure 3. The distribution of the number of argumentation blocks completed.

Figure 4. The distribution of the number of argumentation blocks revised.
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The students were asked to indicate the usefulness of the feedback after they received
the automated scores and feedback. They chose from three options of ‘Not at all’, ‘Some-
what’, or ‘Very’ and these responses were coded as 0, 1 and 2, respectively. Over all resub-
missions, the average of these usefulness questions was 1.25, which was between
‘Somewhat’ and ‘Very’.

We studied whether there was a significant difference between students who revised
and those who did not in terms of initial argumentation scores calculated by combin-
ing explanation and uncertainty attribution scores. An independent sample t-test was
conducted over all completed initial argumentation blocks. There was a significant
difference in the mean initial scores of students who revised (M = 5.20, SD = 1.81)
and students who did not (M = 4.44, SD = 1.88); t(64) = −2.31, p = 0.02. This
suggested that students who received higher combined argumentation scores on
their initial submissions were more likely to follow suggestions in the automated feed-
back and revise (Figure 5).

We further explored how initial argumentation scores were related to the number of stu-
dents’ revisions and the amount of time spent on revisions for students who revised. Among
the 141 students whomade at least one revision, their initial argumentation scores were not
significantly related to the number of revisions made (r = 0.002, p = 0.98), nor was the
mean time spent on each revision (r = −0.34, p = 0.10). Results suggested that students’
initial argumentation scores predicted neither the number of revisions they would make,
nor the time they spent on revisions.

Figure 5. Comparison of the mean initial scores for groups with and without revision.
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Impact of revisions on scores

To examine how revisions impacted students’ final argumentation scores, the t-test for
paired samples was conducted to compare initial and final argumentation scores across
all of the completed argumentation blocks for students who made revisions. As shown
in Figure 6, the mean initial argumentation score (M = 5.20, SD = 1.81) was signifi-
cantly lower than the mean final argumentation score (M = 5.84, SD = 1.95);
t(136) = −11.41, p , .01, and the effect size (Cohen’s d) was 0.96. Results suggested
that the students produced more scientifically competent arguments after revisions as
compared to their initial arguments.

Linear regression analysis was conducted to test if the number of revisions pre-
dicted argumentation score increase. Again, we aggregated the data at the student
level. We used the average argumentation score increase over all completed argumen-
tation blocks for each student as a dependent variable and the average number of revi-
sions as an independent variable. The results of the regression indicated that the
average number of revisions significantly predicted the average argumentation score
increase, b = 0.55, t(136) = 6.69, p , .001. That is, each revision resulted in an
average of 0.55 increase on the final scores. The average number of revisions also
explained a significant proportion of variance in the average score increase,
R2 = 0.25, F(1136) = 44.81, p , .001.

Item difficulty shifting

Detailed psychometric information of the climate change module is available in Mao et al.
(2016) with a larger student sample size. To sum up, all of the explanation and uncertainty
rationale items across the eight argumentation tasks were at the medium to high item dif-
ficulty levels (0.28–0.47), were moderately to highly correlated with the total score (0.35–
0.61), and had moderate to high discrimination (0.35–0.61). The Cronbach alpha of

Figure 6. Comparison of the average final scores for groups with and without revision.
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explanation and uncertainty attribution items across the eight argumentation tasks was
0.87, indicating satisfactory reliability. The parallel analysis showed that the first eigen-
value of the real data was about five times larger than the second eigenvalue. The first
factor accounted for 25% of the variance in student scores. In addition, the magnitude
of the second eigenvalue was not distinguishable from the rest of the eigenvalues. This
result suggested that the assessment was approximately unidimensional. In terms of the
item fit, the unweighted mean square (MNSQ), sensitive to off-target unexpected
responses, was 0.85–1.40. The weighted MNSQ, sensitive to on-target responses, was
0.88–1.33. Both scores with an expected value range from 0.70 to 1.40 would suggest
that items meet the PCM fit (Smith, 2000).

To investigate item difficulty shifting before and after revisions, we applied CTT to cal-
culate the item difficulty for explanation and uncertainty attribution items across the eight
argumentation tasks. In other words, we averaged student scores for every explanation and
uncertainty attribution item, and compared the item difficulties between the initial and
final responses. The Cronbach alpha reliability across the eight explanations and eight
uncertainty attributions in this study was 0.92, indicating a satisfactory reliability that is
aligned with the previous findings from the Mao et al. (2016) study.

Figures 7 and 8 show that students’ final scores were consistently higher than their
initial scores. This suggested that students’ arguments improved after receiving the auto-
mated feedback. The increase in average scores between the initial and final responses
showed that the item difficulty decreased for the final response for all items compared
to the initial response. For example, on the item that asks students to predict the future
of Earth’s climate based on a line graph (argumentation block 1), a student’s initial
response was ‘it’s continually rising, and shows no sign of slowing down, decreasing, or
evening out’, and was scored 3 out of 6. After receiving the automated feedback, this
student revised his response multiple times. His last response was revised to be ‘we’re
releasing a lot of carbon into the atmosphere, population is increasing with more
people releasing greenhouse gases and using more fossil fuels for energy’, and this
response received a score of 5.

Figure 7. Change in average initial and final scores for eight explanation items.
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Conclusions

This research used an online climate change module with automated scoring and feedback
features in order to study the impact of automated feedback on students’ scientific argu-
mentation responses. We found that the majority of the students revised after receiving the
automated feedback, and students with higher initial scores were more likely to revise. For
those students who revised, their scores significantly improved after revision. Further-
more, psychometric analysis showed that the assessment was unidimensional, and had
reasonable reliability and item-test correlations. Item difficulty shifting analysis found
that items became easier after students received the feedback and made revisions. This
study provides evidence on the positive impact of automated feedback on student
scores in scientific argumentation. As future steps, we plan to explore ways to provide cus-
tomised feedback based on both the scores and the detailed content of the answers, and to
study students’ activities after receiving the feedback beyond making revisions. Both direc-
tions are towards better assisting students’ learning experience.

Discussions

Despite these encouraging findings, we also noted two areas that need further studies and
improvements in our feedback design. First, in comparing students who revised and those
who did not, we found that the students who revised had higher initial scores. It is some-
what counter-intuitive as we expected that students who received lower scores would be
more likely to revise to get higher scores. There are several potential explanations to the
observed results. For instance, the students who received lower scores may be those
who were not motivated to improve. This lack of motivation we speculate could be due
to the lack of interest in the topics, or because it was a low-stake assignment. Another
possible explanation is that those who got lower scores did not find the feedback
helpful, or lacked skill or knowledge on how to improve the response. On the other
hand, students who received higher scores might be more interested in the topics, motiv-
ated to perform well in school, and have more knowledge or skill to utilise automated

Figure 8. Change in average initial and final scores for eight uncertainty items.
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feedback provided to them. Furthermore, correlation analyses showed that students’ initial
score was not a significant predictor of the number of revisions they made. On the other
hand, students with lower initial scores were less likely to make revisions. It is possible to
revise the feedback to offer stronger motivation to these students to revise, and to provide
additional support to offset the lack of knowledge or skills necessary for the argumentation
tasks. For instance, more detailed instructional steps or more detailed prompts contextua-
lised to the argumentation tasks can be provided to students in the feedback.

Second, the impact of the automated scoring and feedback on students’ argumentation
revisions was investigated in this study mainly through data, which recorded students’
responses and interactions with the online curriculum module. Though these analyses
led to a discovery of some interesting revision patterns, our explanations of why these
observed patterns occurred were speculative. Recognising this limitation, we also collected
screencast videos of a subset of students working in groups of two to three. Screencast
videos captured the audio of students as well as their computer screen while they were
working on the module. The analysis of the screencast videos will give more details on
how students processed automated feedback, made decisions on whether to revise, and
what additional information or conversation contributed to revisions of their arguments.
We hope that further analysis of the screencast data can provide evidence that can expli-
cate the patterns identified in this paper.

Implications for science education

While the instructional focus on scientific argumentation is growing, it is difficult to
enact it in real classroom settings where students are likely to need a lot of guidance
from teachers. As the path for student learning towards scientific argumentation can be
divergent, how to support students’ diverse developmental trajectories is at the core of
designing instructional support systems. Scientific argumentation allows students to
justify claims using data in light of their understanding of the established knowledge
and to reflect on limitations of investigations through which the data are produced
(Allchin, 2012; Lee et al., 2014). While proper scaffolding is necessary to facilitate
student learning (Quitana et al., 2004), it is practically impossible to expect teachers to
help each and every student in real time on every argument he/she writes (McNeill &
Pimentel, 2010). The automated feedback we tested in this study provides an exemplar
for a customised scaffolding system that provides immediate support for individual stu-
dents adjusted to their progress. Preliminary findings show that this automated feedback
system can enhance students to develop scientific arguments when integrated into an
online curriculum module.

Future directions of research

The development of automated scoring and feedback to improve students’ written scien-
tific argumentation in the context of science instruction is a complex endeavour. This
requires numerous components to work seamlessly. Due to this complexity, we have
been carrying out our design-based research cumulatively by testing one additional
feature at a time to learn how students responded to the added feature. This study was
conducted with automated feedback that facilitated students to include argumentation
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elements such as data and reasoning. The next design cycle involves replacing the current
automated feedback with contextualised feedback, where feedback statements are
rephrased to reflect specific data and reasoning involved in each argumentation task.
After testing contextualised feedback, we will conduct a quasi-experimental study invol-
ving the automated feedback we tested in this study and the contextualised feedback we
will design. These two feedback conditions will be randomly assigned at the class level.
The study will provide information about how two different types of feedback work for
each argumentation task. Based on this information, we will finalise the automated feed-
back statements.

In addition, this study has not explored the activities students did after they received the
automated feedback. For instance, it would be interesting to analyse whether students went
back and checked the information provided on the same page, or how they navigated
through the system to find more information. As these additional activity details were
recorded in the log data, we plan to further analyse the log data in the future studies.
Last, we will further explore what potential reasons could explain the item difficulty shifting.

Limitations

One limitation is that the current feedback was not customised to each argumentation
task. As mentioned in the previous section, we plan to improve the feedback statements
in future studies. Another limitation is that all four argumentation elements were sub-
mitted as a unit. As a result, student responses to different argumentation elements in
the same argumentation block were not independent from each other. This limitation is
due to the design and technical requirements of the automated feedback. For example,
if we collect claim, explanation, uncertainty rating, and uncertainty attribution separately,
what students do can no longer be considered as an argumentation activity. Separating
different items might enable detailed studies on the automated feedback on segregated
argumentation elements, but this decision will lose construct validity where all four-
part argumentation tasks all at once represent students’ current ability to argue with
data based on their reasoning and consideration of limitations. In addition, the artificial
separation of four-part argumentation prompts creates unnecessary technical and analyti-
cal challenges in the way argumentation blocks work. A third limitation is that only 25% of
student responses were double-scored by two raters, which might result in exceeding the
0.10 degradation threshold between human–human and human–machine agreements. In
the future, we would like to use the stratified sampling approach to select a full spectrum of
student responses for human raters and meet the degradation threshold.
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