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Written justifications to multiple-choice concept questions
during active learning in class
Milo D. Koretsky, Bill J. Brooks and Adam Z. Higgins

School of Chemical, Biological, and Environmental Engineering, Oregon State University, Corvallis, OR, USA

ABSTRACT
Increasingly, instructors of large, introductory STEM courses are
having students actively engage during class by answering
multiple-choice concept questions individually and in groups. This
study investigates the use of a technology-based tool that allows
students to answer such questions during class. The tool also
allows the instructor to prompt students to provide written
responses to justify the selection of the multiple-choice answer
that they have chosen. We hypothesize that prompting students
to explain and elaborate on their answer choices leads to greater
focus and use of normative scientific reasoning processes, and will
allow them to answer questions correctly more often. The study
contains two parts. First, a crossover quasi-experimental design is
employed to determine the influence of asking students to
individually provide written explanations (treatment condition) of
their answer choices to 39 concept questions as compared to
students who do not. Second, we analyze a subset of the
questions to see whether students identify the salient concepts
and use appropriate reasoning in their explanations. Results show
that soliciting written explanations can have a significant
influence on answer choice and, when it does, that influence is
usually positive. However, students are not always able to
articulate the correct reason for their answer.
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Introduction

This study investigates undergraduate students’ responses to concept questions in thermo-
dynamics as they actively participate during class using technology. For this study, we use
the term concept questions to describe qualitative, multiple-choice questions that require
students to identify foundational concepts and then apply them in new situations. Concept
questions are sometimes called ‘ConcepTests’ (Mazur, 1997) and form a common type of
clicker question (Duncan, 2006).

Concept questions form the core of several concept-based active learning pedagogies
such as peer instruction (Crouch & Mazur, 2001; Mazur, 1997). The primary objectives
of these pedagogies are to make students aware of their need for conceptual understanding
and then foster that understanding. Concept-based active learning has been demonstrated
to increase student achievement (Freeman et al., 2014; Hake, 1998) and engagement
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(Deslauriers, Schelew, & Wieman, 2011) and to reduce the performance gap of underre-
presented students (Haak, HilleRisLambers, Pitre, & Freeman, 2011; National Research
Council, 2011, 2012). However, there is still debate over best practices and what
implementation strategies are most effective (Caldwell, 2007; Vickrey, Rosploch, Rahma-
nian, Pilarz, & Stains, 2015).

For several decades, clickers have been used as the primary technological device to
facilitate the delivery of concept questions during class (Caldwell, 2007; Kay & LeSage,
2009; MacArthur & Jones, 2008). Clickers allow all students in class to individually
respond to concept questions in real time. They also enable data collection that holds stu-
dents accountable for their answers and instantaneously provides the instructor perform-
ance results to facilitate classroom discussion and formative feedback. However, clicker
technology has typically limited delivery exclusively to multiple-choice responses.

As the capabilities of technological tools increase, there is the opportunity to extend
pedagogical practices associated with the use of concept questions. For example, research-
ers have hypothesized that soliciting individual written justifications of students’ answer
choices improves their understanding (Taylor & Nolen, 2007). In addition to their use
as a tool to foster learning, written explanations can also provide valuable information
to concurrently assess that learning. However, to our knowledge, there has not yet been
a report of the influence on individual writing on students’ initial responses to concept
questions.

The tool used in this study, the Concept Warehouse, allows the instructor to prompt
students to provide written responses to justify their selection of a multiple-choice
answer. Using this tool, we empirically investigate the influence of writing on students’
answer choices to concept questions by comparing responses of students who are
prompted to write justifications (treatment) with those who are not (comparison).

Specifically, this study addresses the following research questions:

(1) Does requesting students to provide written explanations for their answer choices to
multiple-choice concept questions influence their answer choices in an undergraduate
introductory thermodynamics class? Is writing beneficial?

(2) Is the reasoning in the written responses consistent with their answer choices; that is,
do students choose correct answers for the right reasons?

Theoretical framework

Concept questions and conceptual understanding

Concept questions are designed to be conceptually challenging and typically require little
or no computation so that students cannot algorithmically rely on equations to obtain the
answer (Beatty, Gerace, Leonard, & Dufresne, 2006; Wood, 2004). They ideally focus on
the most important concepts in a subject, target a specific learning goal, uncover miscon-
ceptions, and elicit a range of responses (Caldwell, 2007; Crouch &Mazur, 2001; Tanner &
Allen, 2005). Concept questions seek to shift engagement from asking the student ‘What
can you remember?’ to ‘What do you understand?’ (Nurrenbern & Robinson, 1998).

Conceptual understanding is needed to consistently answer the concept questions cor-
rectly. We operationalize conceptual understanding as the connected organization of
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abstract knowledge (Bransford, Brown, & Cocking, 1999; Chi, Feltovich, & Glaser, 1981;
Rittle-Johnson & Alibali, 1999) that may have practical utility when applied to science and
engineering tasks. For example, Figure 1 shows a sample concept question as it was pre-
sented to students in class in the treatment condition in this study. To answer this question
correctly, students should apply their understanding of conservation of energy recognizing
that the work done by the gas on the surroundings lowers its internal energy and, there-
fore, its temperature. They do not need to calculate any values, but rather reason through
their answer choice based on their understanding of appropriate scientific principles.

However, researchers have found that many science and engineering students who can
answer quantitative, algorithmic problems correctly perform poorly when they are asked
to answer concept questions on the very same topic and at the same time (Haláková &
Prokša, 2007; Koretsky et al., 2011; McDermott, 2001; Papaphotis & Tsaparlis, 2008).
VanLehn and Van de Sande (2009) characterize the ability to answer concept questions

Figure 1. Expanding Piston question as presented in the treatment condition of Cohort A. Students are
not committed to a particular answer when writing an explanation. Rather, they can change their
answer selection as they write.
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correctly as ‘conceptual expertise’ and assert ‘novices often have too little practice of the
right kind to develop conceptual understanding’ (p. 357). Increasingly, instructors of
large, introductory courses are reforming their instructional designs to attend to the devel-
opment of conceptual understanding. To provide students the opportunity for such devel-
opment, instructors often have students engage in answering concept questions during
class using active learning pedagogies (Crouch & Mazur, 2001; Knight & Wood, 2005;
McConnell et al., 2006). These pedagogies are often supported by technology such as click-
ers (Kay & LeSage, 2009).

Peer instruction as a stimulus for interactions to develop conceptual
understanding

We specifically focus on Mazur’s (1997) peer instruction pedagogy, arguably the most
well-known and widely used technology-mediated active learning pedagogy in post-sec-
ondary science classes (Borrego, Cutler, Prince, Henderson, & Froyd, 2013; Crouch,
Watkins, Fagen, & Mazur, 2007). However, the ideas are general and apply to other
active pedagogies as well.

Mazur’s pedagogy, peer instruction, consists of a structured instructional practice and is
described as follows. First, a concept question is presented to the class. Students answer the
question individually. Vahey, Tatar, and Roschelle (2007) would characterize this individ-
ual response as a private interaction. They define private interactions as ‘those interactions
in which students can engage with their materials and sense-making processes individually
in a focused way’ (p. 189). The next step in peer instruction encourages students to discuss
the answer choices in small groups. These group discussions could be considered public
interactions, defined as ‘those interactions in which students engage in active or implicit
discourse while they are simultaneously engaged with, or talking about, the product or
materials of their work’ (Vahey et al., 2007, p. 190). Next, students individually submit
a final answer to a second poll of the same concept question (another private interaction).
Finally, this sequence may be followed by a class-wide discussion when needed.

Most research on the use of concept questions in the active learning classroom has
focused on their use in the peer instruction pedagogy. Studies of student performance
during peer instruction show that students’ frequency of correct answers usually increases
after group discussion (Lasry, Charles, Whittaker, & Lautman, 2009; Smith et al., 2011;
Van Dijk, Van Der Berg, & Van Keulen, 2001). Researchers generally link the improved
performance to conceptual learning and attribute it to the public interactions during
the group discussion between the individual student responses. For example, groups are
reported to demonstrate what Singh identifies as ‘co-construction of knowledge’ where
students respond correctly after discussion even when none of the students in the
group had the correct answer initially (Singh, 2005; Smith et al., 2009). Alternatively,
Hammer, Elby, Scherr, and Redish (2005) present a resource-based framework where
the ability to correctly answer a conceptual question reflects a cognitive state that involves
activating multiple resources. When viewed from this perspective, group discussion can
provide stimulation to activate resources through public interactions. In this study, we
seek to determine if private interactions also can help students activate resources.

While public interactions during peer instruction have been well characterized, less
attention has been given to the influences of the private interactions. In their review of
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the peer instruction literature, Vickrey et al. (2015) recommend that it is important to
elicit students’ individual commitments to an answer before peer discussion. Nielsen,
Hansen, and Stav (2014) relate the success of the peer interactions discussed above to
the initial thinking period and suggest that deeper individual thinking increases students’
time spent on argumentation and improves the quality of discussion. Lucas (2009) argues
that prompting students to first write individual explanations lessens the likelihood that
high-status students will dominate group discussion. In this article, we seek to contribute
to this conversation by examining the influence of soliciting individual written expla-
nations to multiple-choice concept questions (a private interaction) on performance
and reasoning. While we take the perspective of writing as a private interaction, we
acknowledge that it is not exclusively private if the writer has a specific audience in mind.

Writing as a focusing phenomenon to direct interactions

Our study explores if individual written explanations promote students’ thinking ‘in a
focused way.’ In particular, we are interested in the ‘sense-making processes’ of students.
In answering the concept questions explored in this study (e.g. Figure 1), we hypothesize
that there is a private interaction between what is inside of a student’s mind, the answer
choices available, and the question statement. That interaction is different and richer when
the student must also construct an explanation in words on the computer screen. On a
coarse level, we can imagine that when students answer a multiple-choice question,
they may select their answer choice based on a guess, intuition, experience, or explicit
scientific reasoning (Heckler & Scaife, 2014; Kahneman, 2003). When asked to concur-
rently provide a written explanation, they will ‘focus’ on more explicit use of scientific
reasoning, as that type of explanation would typically align with their conception of
what the instructor values. On a fine level, we can imagine that the act of writing
enables students to more fully develop reasoned arguments (Renkl, 2015; Renkl, Stark,
Gruber, & Mandl, 1998). Through elaborating their thoughts in the process of writing,
explaining, and constructing a logical argument in defense of an answer, it becomes
more likely that student will identify and correct flaws in their logic.

Our hypothesis is supported by learning scientists who have argued for decades that
writing enhances thinking (Applebee, 1984; Gere & Abbott, 1985; McDermott & Hand,
2010; Odell, 1980; Sesenbaugh, 1989). The scope of writing in our study is similar to
VanOrden (1987, 1990) who gave chemistry students short writing assignments that
required the students to first solve a chemistry problem and then further explain and
discuss their results in writing. She suggests that students should ‘be able to do more
than recognize or recall information’ and hypothesized that the writing helps students
to: ‘(1) integrate concepts, (2) apply the integrated concepts to real life, and (3) commu-
nicate those concepts’ (1990, p. 583). Similarly, a recent study compared the effectiveness
of open individual writing to group discussion as a synthesis activity toward conceptual
learning in an active learning classroom, and found that students asked to write individu-
ally performed better on exams (Linton, Pangle, Wyatt, Powell, & Sherwood, 2014).

A few studies have used students’ short written explanations to examine the reasoning
behind their multiple-choice answer selections (Chandrasegaran, Treagust, & Mocerino,
2007; Tamir, 1989, 1990; Xie & Lee, 2012; Yarroch, 1991). However, the analysis of the
explanations is typically directed toward assessment, either assessing the written
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explanations themselves, or, more commonly, using the explanations in the process of
item development for summative assessment (Nelson, Geist, Miller, Streveler, & Olds,
2007; Tamir, 1990). There has been little reported on the role of writing explanations to
multiple-choice questions from the perspective of engaging student thinking and learning.

An overarching teaching strategy that emphasizes the relation between thinking and
writing by prompting students to create ‘texts that explore the relationships among
ideas’ has been termed writing-to-learn (WTL) (Klein, 1999). WTL generally takes a ‘con-
structivist’ perspective (Klein, 1999; Rowell, 1997) that emphasizes that knowledge is
actively constructed. From this perspective, students learn new knowledge by actively
building upon and integrating prior knowledge. Some even argue that writing is inherently
more about understanding than communication (Howard & Barton, 1988). Writing has
been hypothesized to help promote thinking by prompting students to take multiple per-
spectives (Tierney, Soter, O’Flahavan, & McGinley, 1989) and encouraging conceptual
reprocessing (Scardamalia & Bereiter, 1986) both of which help build understanding by
reinforcing connections between related concepts (McDermott & Hand, 2010). In other
words, the writer cannot communicate in the absence of organizing their thinking.

Methods

Our quasi-experimental study empirically investigates students’ in-class responses to
concept questions intended to elicit demonstration of and development of conceptual
understanding. The first part of the study uses a crossover design to answer research ques-
tion 1 by comparing answer selections of students who are prompted to provide written
explanations (treatment) with those who are not (comparison). This design allows us to
determine if written explanations influence students’ private interactions through differ-
ences in the answer choices in comparison to a control group. The premise is that as stu-
dents think about the concept questions more fully, they better learn the concepts and
practices of science and engineering. We expect students’ in-class responses to concept
questions including written explanations to be correct more frequently compared to stu-
dents’ in-class responses to concept questions without written explanations. In the second
part of the study, we use stratified sampling to analyze the written content and consistency
with answers of five concept questions to address research question 2. We use an emergent
coding process to relate the quality of the explanation to the correctness of the multiple-
choice answer selection.

Participants and setting

This study is based on the data obtained from two cohorts (labeled Cohort A for year 1 of
the study and Cohort B for year 2) enrolled in a required, sophomore-level, undergraduate
thermodynamics course at a large public university. The course is titled ‘energy balances,’ a
term that describes the methods engineers use to apply the first law of thermodynamics
(conservation of energy) in their solutions to process-related problems. Energy balances
is required for students majoring in chemical, biological, and environmental engineering.
A total of 302 students (138 in Cohort A and 164 in Cohort B) participated in the study.

The students from each cohort attended a common lecture and self-selected into one of
two weekly, one-hour discussion sections (labeled Section 1 and Section 2). The lectures
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and sections for both cohorts were taught by the same instructor. For each cohort, the
second section (Section 2) was scheduled immediately after the first (Section 1) and
held in the same room. The lecture and section rooms were consistent across both
cohorts as well.

Table 1 shows the demographics according to cohort and discussion section as self-
reported by the participants who volunteered this information (65% response rate). The
greater number of Asian students in Cohort B is the result of a university recruitment
initiative. The results of this study should be interpreted with these demographic differ-
ences in mind. The Institutional Review Board approved the research and participants
signed informed consent forms.

Concept questions were posed to students during the discussion section as part of peer
instruction pedagogy. The length of time available to answer questions was determined as
follows. Once approximately 60% of the students had answered, the instructor typically
gave a verbal warning of ‘30 seconds’ and a verbal countdown for the last several
seconds. The time spent on each concept question with the treatment condition, the
written explanation prompt, is longer than is typical (Brooks, Demaree, and Koretsky,
2016; Mazur, 1997), largely because students are asked to provide short written expla-
nations of why they selected a particular answer choice. All students in the course received
full credit toward their final grade for submitting an answer (5% of course total points),
and received extra-credit for each correct answer submitted (additional 5% of course
total). This low-stakes approach was intended to encourage students’ conceptual thinking
processes while still providing incentive for students to respond correctly (James, 2006;
Willoughby & Gustafson, 2009).

Over the term, the students in each cohort completed three midterm exams and a final
exam. The exams were written by the course instructor, and all the students within a
cohort took the same exams at the same time. They contained both quantitative problems
and concept questions. The quantitative problems asked students to demonstrate pro-
cedural knowledge of energy balances, had a correct numerical answer, and were
similar to those typically asked in this type of engineering course. The midterm exams
also contained three concept questions that were worth 21% and 30% of the total
points for Cohorts A and B, respectively. Three concept questions were also asked on
the final exam and were worth 10% and 18% of the total points for Cohorts A and B,

Table 1. Self-reported demographic data by cohort and section; there was a 65% response rate from
study participants.

Cohort A Cohort B

Section 1 Section 2 Section 1 Section 2

Major Chemical 68% 67% 73% 57%
Biological 18% 18% 18% 23%
Environmental 13% 16% 9% 20%
N reporting 38 51 45 61

Gender Male 76% 61% 62% 69%
Female 24% 39% 38% 31%
N reporting 38 51 47 61

Race White – Non-Hispanic 74% 70% 38% 48%
Asian/Pacific Islander 11% 17% 49% 20%
Other 13% 9% 7% 18%
White – Hispanic 3% 4% 7% 14%
N reporting 38 46 45 56
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respectively. Cohort B received more credit for the concept questions since they were
required to provide written explanations on the exams while Cohort A was not. Addition-
ally, Cohort B was asked the concept questions at the beginning of the exam while the
concept questions for Cohort A appeared at the end.

Study design

Data for this study include (1) multiple-choice responses for the concept questions (treat-
ment and comparison); (2) exam results and overall course grades (all students); and (3)
written explanations for five concept questions (treatment).

Influence of written explanations on multiple-choice responses
We quantitatively analyzed the influence of written explanations on student answers to
multiple-choice questions. To minimize the effect of potential differences between sec-
tions, a crossover study was conducted. The design matrix can be seen in Table 2. Each
section alternated between participation in the comparison condition (no written expla-
nation) and in the treatment condition (with written explanation) in two- to three-
week intervals during the 10-week term. For the first three weeks of class, Section 2
from each cohort was placed in the treatment condition and the computer system dis-
played a prompt and space for students to explain their answer choices. Section 1 was
the comparison and was not provided such a prompt. In the fourth week, the treatment
and comparison conditions were switched, as well as in weeks 7 and 9.

The student responses to concept questions that were collected provide the core of the
data for this study. Concept questions, including the multiple-choice answers and written
explanations, were answered using the Concept Warehouse (Koretsky et al., 2014). Stu-
dents were asked to first answer individually on their laptops, smartphones, or tablets,
without consulting their neighbors or the instructor. Figure 1 depicts the question Expand-
ing Piston as it was presented in the treatment condition for Cohort A. For the comparison
condition, the same question was asked but without the text input box or prompt that says,
‘Please explain your answer in the box below.’ Since students were not committed to a par-
ticular multiple-choice answer selection when the writing prompt was available, they could
freely change their multiple-choice selection if the process of writing an explanation
changed which answer they thought might be correct. Hypothetically, a student could
select an answer, write an explanation defending it, notice a flaw in her/his argument,

Table 2. Crossover experimental design matrix listing treatment and comparison conditions for each
discussion section in each cohort by week number.
Cohort Week Section 1 Section 2 Questions

A (Year 1) 1–3 Comparison Treatment 1–25
4–6 Treatment Comparison
7–8 Comparison Treatment
9–10 Treatment Comparison

B (Year 2) 1–3 Comparison Treatment 9–39
4–6 Treatment Comparison
7–8 Comparison Treatment
9–10 Treatment Comparison

Note: The treatment group received a prompt to explain their answer in writing while the comparison group did not
receive that prompt.
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and correct the explanation and the answer. Alternatively, a student could start by writing
an explanation and then select an answer choice based on it. To receive credit, students in
the treatment condition were required to select an answer choice but writing an expla-
nation was optional. In the treatment condition, approximately 80% of the student
responses contained some type of written explanation (Cohort A, �x= 80.9%, SD = 7.8%;
Cohort B, �x= 79.2%, SD = 7.2%).

In the two-year study, a set of 58 unique questions was delivered to both treatment and
comparison conditions. This number does not count questions administered near the end
of the class and only answered by students in one of the two sections. The questions were
selected or written by the course instructor with the criteria of (i) high-quality questions
following guidelines from Taylor and Nolen (2007) and (ii) appropriate alignment with
the week’s learning objectives. The responses analyzed in this study are from a subset
of the questions asked and were selected as follows. First, only the initial student responses
to the concept questions were analyzed; we excluded responses to the second poll used as
part of peer instruction. Second, each question was reviewed for clarity in two ways. One
author evaluated the questions for ambiguous language. Separately, another author read
through written responses to identify questions that were clearly misinterpreted by
more than one student. In all cases, the misinterpreted questions matched the questions
independently identified as having ambiguous language. Ten questions were removed
from the set using the ambiguous language criterion. Finally, the instructor asked a set
of nine questions that directed students to select valid equations for situations in the ques-
tion statement. Since such questions do not match our classification of a ‘concept ques-
tion,’ they were eliminated. Of the remaining pool of 39 individual concept questions,
21 were written by the instructor and 18 were peer-reviewed questions that contributed
to the Concept Warehouse by others. Cohorts A and B were asked 25 and 31 of the 39
concept questions, respectively. Seventeen questions were used with both cohorts.
Response distributions to the 17 overlapping questions generally aligned (Cohort A, �x=
63%, SD = 17%; Cohort B, �x= 60%, SD = 17%).

To determine statistical significance of difference in answer choices between treatment
and comparison, we used a non-parametric Chi-squared test with an alpha level of 0.05.
Chi-squared is appropriate because it can compare two distributions and is not dependent
upon an assumption of normality. One-way analysis of variance (ANOVA) is used to
compare differences in exam performance between discussion sections within the same
cohort.

Content of written explanations
In the second part of the study, written responses to five concept questions were qualitat-
ively analyzed. The questions we analyzed were selected based on stratified sampling. First,
we based selection on the results of the crossover study described above. We sought to
compare questions that showed a statistically significant positive treatment effect where
students in the group that provided written explanations were more likely to answer
the multiple-choice question correctly to those questions that have a significantly negative
effect. For each case, we intended to identify one easy question, �x . 75%, one moderate
question, 75% . �x . 50%, and one difficult question, �x , 50%. However, there were
no easy questions that showed a significantly negative effect, resulting in five questions.
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We analyzed the written explanations for the treatment condition for these five ques-
tions using open coding, a process used to infer categories of meaning. We use a technique
similar to that of Newcomer and Steif (2008) in their analysis of written explanations to a
concept question in statics. The process involves proposing a code, coding individually,
comparing among the coders, modifying the code, and repeating until convergence.
Three researchers participated in this process. All three have domain knowledge and
had taken either this course or a similar course at another institution. A hierarchical
coding scheme was created that incorporates and ranks the observed concepts and mis-
conceptions. Similar to Tamir (1990), the codes ascend from 1 (poorly reasoned) to 4
(well reasoned) with a higher code indicating more appropriate reasoning in the expla-
nation. The hierarchy emerges from the nature of the content and specific student
responses to these particular conceptually difficult problems and each code-set is therefore
question-specific. For the coding process, only the written explanation itself is considered
irrespective of which multiple-choice answer the student selected. While it might be
expected that higher code values would correspond to correct answer selections, that is
not always the case (Koretsky, Brooks, White, & Bowen, 2016). Code descriptions and
sample explanations for the concept question shown in Figure 1 are provided in Table 3.

Once the code categories were developed, two researchers initially coded a subset of the
written explanations. Explanations with disagreement between the coders were discussed
with the research team until the team reached consensus on the appropriate code for the
given explanation. The two researchers then coded all the responses and obtained an inter-
rater reliability using the Cohen’s κ statistic of 0.88. Approximately 3% of the explanations
per coded question had a discrepancy of more than one code category. The highest code
rating of 4 was used as the criterion that students had identified the salient concepts and
used appropriate reasoning in their explanations.

Results

Influence of written explanations on multiple-choice responses

Figure 2 presents two histograms that illustrate the variation in the correct responses to the
concept questions analyzed in this study. Figure 2(a) bins the correct answer percentage

Table 3. Code values, descriptions, and sample student explanations for the Expanding Piston concept
question.
Code Level description Sample student explanation

4 Conservation of energy, including a term for work. The
explanation accounts for the work of the gas in the
system on the surroundings as the system boundary
expands.

‘There is no Kinetic Energy or Heat transfer so the only
source of energy to move the piston is the air’s
internal energy. A decrease in internal energy
correlates to a decrease in temperature.’

3 No work term is identified. The student recognizes that
an energy balance can be applied and identifies that
heat is zero, but neglects work.

‘Since the device is perfectly insulated, there is no heat
transfer between the system and surroundings. This
means that the temperature is not changing since
there is no heat entering into the system.’

2 Ideal gas law only; the response solely uses the ideal gas
law to explain how temperature changes with no
mention of any type of energy related term

‘if the pressure decreases and the volume increases
then there will be no change in the temperature.’

1 Other incorrect reasoning; incorrect reasons that cannot
be assigned to either codes ‘2’ or ‘3’ above.

‘The temperature increase made the air molecule move
faster upward, then push the piston goes up.’

10 M. D. KORETSKY ET AL.



for each of the 39 questions averaged over all of the student participants. There is clearly a
wide distribution in the question difficulty with a large fraction ranging from 40% correct
to 90% correct. Figure 2(b) bins the correct answer percentage for the 302 students aver-
aged over the questions that they attempted. Again, there is a wide range in performance.
A large number of student scores appear across five deciles with some students answering
the majority of questions correctly (77 students had scores greater than 80%) and other
students struggling (60 students less than 50%). Thus, the 39 selected questions in this
study represent a wide range of difficulty and are representative of the distribution of ques-
tions that might be used for peer instruction.

Table 4 provides a summary of the cumulative results from the multiple-choice
responses study. The results are divided into three rows based on the statistical significance
of the difference between the treatment and comparison conditions, using a criterion of p
< .05 from the Chi-squared test. The top row, labeled ‘Tr > Com,’ shows the case for ques-
tions where students in the treatment condition chose the correct answer significantly
more often than the students in the comparison. The case for questions where differences
in selection of answer choices between treatment and comparison were not found to be
statistically different is reported in the next row and labeled ‘Tr = Com.’ Finally, questions
where the students in the treatment chose the correct answer significantly less often than
the students in the comparison are shown in the bottom row of each set and labeled ‘Tr <
Com.’ Data reported in this table include the number of questions for each of the three
cases (n questions), the corresponding average percent correct for the treatment (Treat-
ment <%>) and comparison group (Comparison <%>), and the average number of stu-
dents in each group (Treatment <n students> and Comparison <n students>).

The cumulative data show that students in the treatment condition more frequently
selected the correct answer to the multiple-choice question than those in the comparison

Figure 2. Histograms binned by aggregate correct answer percentage of (a) the percent of questions
and (b) the percent of students.

Table 4. Summary of cumulative results on multiple-choice performance to the 39 concept questions.

Effect n questions
Treatment Comparison Treatment Comparison

<%> <%> <n students> <n students>

Tr > Com 15 65% 50% 89 92
Tr = Com 19 58% 57% 104 106
Tr < Com 5 56% 69% 83 84

Notes: The rows Tr > Com and Tr < Com indicate the questions where students in the treatment condition scored statisti-
cally significantly better or worse, respectively, than the comparison condition, to an alpha of 0.05 according to the Chi
Square test. For the row Tr = Com, there was no statistically significant difference.
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condition; there is a statistically significant increase for 15 of the 39 questions (with our
selected alpha level pure random chance would result in around 2 out of 39). However,
surprisingly, students in the treatment condition also answer incorrectly more often for
five questions. Overall, the cumulative results suggest that soliciting a written explanation
will generally increase the likelihood that students will answer correctly. The results for the
17 overlapping questions delivered to both cohorts are generally consistent with the cumu-
lative results in Table 4.

Since we employed a crossover design within each cohort, it is possible that the differ-
ence in scores is due to different ability, on average, of students in one section within a
cohort as compared to the other section. In order to investigate this alternative expla-
nation, we examined the results from the four exams as well as the total course score.
Table 5 provides a summary of the student performance for each section (1 and 2) of
each cohort (A and B). One-way ANOVA shows no statistically significant difference
between sections within a cohort. We also analyzed individual concept questions from
the exams for difference in performance between sections within a cohort. For the
exams, the questions were asked to each section in the same way. Only 1 out of 18 ques-
tions (6%) showed a statistically significant difference between sections, a proportion
much lower than shown in Table 4. Therefore, we can interpret those data from Table
4 to likely result from the treatment and the question characteristics rather than differ-
ences in performance ability of students.

Content of written explanations

Table 6 provides coding results for easy, moderate, and difficult concept questions. For
each question, the number of written responses (N), number of correct multiple-
choice responses (Ncorrect), and number of explanations with the highest code value of 4
(Ncode = 4) are shown. The rows Tr > Com and Tr < Com indicate the questions where
students in the treatment condition scored statistically significantly better or worse,
respectively, than the comparison condition. The number of correct answers always
exceeds the number of explanations with a code value of 4. Thus, a significant proportion
of students who obtained the correct answer were not able to use normative scientific
reasoning to justify their answer. This proportion tended to increase with question diffi-
culty and with the questions that showed the anomalous treatment effect (Tr < Com).

Table 5. Average (x̄) and standard deviation (SD) of student performance for the four exams and the
total course for each section (1 and 2) in each cohort (A and B).

Cohort Section

Exam 1 Exam 2 Exam 3 Final
Total course

score

�x SD �x SD �x SD �x SD �x SD

A 1 73 12 70 16 78 14 70 19 82 10
2 71 14 69 19 77 14 71 20 83 10

ANOVA F 0.51 F 0.09 F 0.19 F 0.05 F 0.19
p 0.48 p 0.76 p 0.67 p 0.82 p 0.66

B 1 69 14 68 20 85 20 71 20 81 14
2 70 12 71 15 89 13 74 14 83 9

ANOVA F 0.23 F 1.16 F 1.80 F 0.70 F 1.70
p 0.63 p 0.28 p 0.18 p 0.41 p 0.19
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For example, the concept question shown in Figure 1 whose code values are reported in
Table 3 is the moderate question (65% correct) in the Tr > Com effect row. Rather than
considering an energy balance, a set of students focused exclusively on the ideal gas
law, for example, ‘because the lower the pressure the air is in the lower the temperature,’
or ‘Temperature must go down to maintain PV = nRT relationship.’ For most questions, a
set of students serendipitously chose the correct answer through clearly faulty reasoning.

Discussion

Overall, the results from the first part of the study show that soliciting a written expla-
nation to concept questions in introductory thermodynamics can have a significant influ-
ence on answer choice and when it does, students are more likely to answer correctly
(research question 1). The distribution of multiple-choice answers to approximately
half of the concept questions in this study is significantly different when students were
prompted to write an explanation than when they were not (see Table 4). We contrast
these results with the overall performance on exams (Table 5) and to responses to individ-
ual concept questions on exams. During exams, both sections are asked questions in the
same way. When the discussion sections are presented with a different prompt, as in the
treatment vs. comparison conditions, they often respond differently. On the other hand,
the performances between sections on exams are remarkably similar. Such contrast pro-
vides support that the differences in response of the treatment section are due to the
prompt for a written justification of the question and not due to inherent differences in
the composition of students in each section.

The ‘focused’ nature of private interactions provides a frame to consider how students
are encouraged to use more explicit scientific reasoning and can explain the positive influ-
ence of writing on answer choice. Researchers in chemistry have found that students often
respond to concept questions by using shortcut strategies that circumvent activation of
domain-specific knowledge (Graulich, 2015; Talanquer, 2014). In contrast, when students
are asked for written justification in our study, they are encouraged to frame the written
responses in terms of domain-specific knowledge to the degree they believe it is expected
by the instructor. More generally, the results from our study are consistent with studies in
cognitive neuroscience that show that a prompt for a confidence judgment decreases the
likelihood of guessing (Voss & Paller, 2010) and with the WTL literature that suggests that
writing encourages the restructuring and reorganization of knowledge (Klein, 1999;
Rivard, 1994). These results are also consistent with the view of Chi, De Leeuw, Chiu,
and LaVancher (1994) who indicate that the active process of explaining encourages

Table 6. Coding results for easy, moderate, and difficult concept questions.

Effect
Easy Moderate Difficult

�x . 75% 75% . �x . 50% �x , 50%

Tr > Com N (% correct) 87 (85%) 60 (65%) 77 (23%)
Ncorrect 72 39 18
Ncode = 4 53 21 7

Tr < Com N (% correct) NA 79 (59%) 71 (22%)
Ncorrect NA 47 16
Ncode = 4 NA 11 1

Note: For each question, the number of written responses (N ), number of correct multiple-choice responses (Ncorrect) and
number with the highest code value of 4 (Ncode = 4) are shown.
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students to integrate new knowledge with existing knowledge and leads to richer concep-
tual understanding. By extension, a richer conceptual understanding should lead to more
frequent correct answer choice selections.

Students’ written explanations also provided insight into how they conceptualize
content. For the five questions that were coded, a proportion of students who selected
the correct answer used faulty or incomplete reasoning to justify their choice (research
question 2). Written explanations allow the instructor to examine explicit student reason-
ing and potentially identify questions where students apply inappropriate reasoning to get
the correct answer. With such understanding, the instructor can directly address the faulty
reasoning and help students make connections to normative scientific reasoning. The
recent development of methods such as lexical analysis (Haudek, Prevost, Moscarella,
Merrill, & Urban-Lurain, 2012; Urban-Lurain et al., 2013) and computer tools such as
the Concept Warehouse (Koretsky et al., 2014) can help facilitate the ability for instructors
to identify student reasoning processes in their writing without requiring overwhelming
effort. However, development work is needed to refine these methods and tools so they
can readily provide practical information to instructors.

Limitations and future research

There are several limitations to this study that should be kept in mind when considering
the results and implications. The study examined student responses to concept questions
delivered in an active learning environment ‘in the wild,’ with a quasi-experimental design
and associated issues of real-time data collection in a live class. Additionally, the results are
limited to one course, context, and instructor. A randomized control experiment amongst
several populations is needed for generalization. In the treatment condition, only 80% of
the student responses contained some type of written explanation, which limits the resol-
ution of the study. A clinical setting with 100% response would be desirable. Additionally,
19 questions did not display a significant difference. It would be useful to determine if this
result would change with larger sample sizes (i.e. if it is based on statistical power or if
there is an inherent difference in the nature of these concept questions). It would be
useful to validate this approach by comparing student explanations to analogous, open
free response short answer questions without multiple choice. While the coding process
used four levels to evaluate student responses, each set of codes depended on the specific
content of the question; the cross-question comparisons shown in Table 6 should be inter-
preted with this limitation in mind. Finally, time on task needs to be considered. While
students in both the treatment and comparison conditions were given a 30-second
warning after 60% had completed the task (essentially those 60% were given all of the
time they wanted), the time allocated between the two conditions differed by an
average of approximately 1 minute, which could account for some differences in
performance.

Conclusions

This study examined changes in student answer selection that appear to result from soli-
citing reflective written explanations to multiple-choice concept questions. In the context
of the data presented, students tended to pick the correct answer more frequently when
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provided with a prompt for a written explanation. However, there were five questions
where the students prompted for an explanation were less likely to choose the correct
answer. We studied selected questions from each case using qualitative methods. Students
who answer correctly do not always provide a scientifically normative explanation, and it
appears that they have a harder time properly explaining questions in this latter set.

The results suggest that asking students for written explanations helps their thinking
and learning, and we encourage instructors to solicit written explanations when they
use multiple-choice concept questions; however, the results are preliminary and more
research is needed. The results from this study also suggest that instructors should be
aware that with multiple-choice concept questions, students may get the correct answer
for an incorrect reason. Instructors using concept questions are encouraged to look for
cases where their students choose the correct answer using incorrect reasoning, perhaps
by simply sampling the explanations from the students who selected the correct answer.
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