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ABSTRACT: There are numerous benefits to answer-until-correct (AUC)
approaches to multiple-choice testing, not the least of which is the
straightforward allotment of partial credit. However, the benefits of granting
partial credit can be tempered by the inevitable increase in test scores and by
fears that such increases are further contaminated by a large random guessing
component. We have measured the effects of using the immediate feedback
assessment technique (IF-AT), a commercially available AUC response system,
on the scores of a typical first-year chemistry multiple-choice test. We find that
with a particular commonly used scoring scheme the test scores from IF-AT
deployment are 6−7 percentage points higher than from Scantron deployment.
This amount is less than that suggested by previous studies, where the mark
increase was calculated in a purely post hoc manner and thus neglected affective
changes of students’ behavior associated with the IF-AT technique. Furthermore,
we have strong evidence that partial credit is awarded in a highly rational manner
in accordance with the students’ level of understanding.
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■ INTRODUCTION

Multiple-choice (MC) testing methods are widely used in
formal assessments within many large introductory chemistry
courses and other higher-education STEM courses.1−3 While
this use is principally motivated economically, as MC questions
require considerably less time and labor to score, MC methods
have nonetheless been demonstrated by many researchers to be
valid and highly reliable tools for measuring student knowl-
edge.4,5 Yet, despite their ubiquity, traditional MC tests still lack
key pedagogical attributes such as availability of partial-credit,
multistep question structuring, and immediate feedback.
Beyond traditional “Scantron”6-type formats that score MC
questions dichotomously as either right or wrong, numerous
alternative formats and scoring schemes have been devised over
the past century to allow the granting of partial credit in an
effort to better gauge the students’ level of partial knowl-
edge,7−10 often improving test reliability.9,11,12

Examples of such approaches include manipulation of the
choices given to students so that options contain different
combinations of primary responses, only some of which are
true (complex multiple-choice, type K, true-false or type X, and
multiple-response formats);13 manipulation of the stems by
asking students for predictive or evaluative assessments of a
scenario rather than simply recounting knowledge;13 con-
fidence or probability weighting of options,8 and the “multiple
response format” in which multiple stages are created within
each multiple-choice item, with scores weighted according to

whether the reasoning is correct.14 All these schemes suffer
from, as Ben Simon et al. relate,9 the challenge of (mis-
)interpreting the intention and state of knowledge of the
student.
A particularly simple MC testing method for granting partial

credit without needing to interpret student knowledge or
intentions is known as answer-until-correct (AUC).15,16 The
AUC method allows for straightforward administering of partial
credit based on the number of sequential selections required to
identify the correct answer. In contrast to methods that require
students and/or instructors to assess the relative merits of
ultimately incorrect options,7,17−20 with AUC the partial credit
is invariably tied to selection of the fully correct response. Thus,
AUC methods, by virtue of providing immediate confirmation
of the correct answer, reduce the risk of propagating or
crystallizing student misinformation.21−23 Deployment of an
AUC approach requires a technology that provides an
indication of the veracity of the response after each selection.
As early as 1926, Pressey developed a mechanical AUC system
for classroom use.24 Since then, commercial techniques that
utilize erasable carbon paper were briefly used, and more
recently, lottery-style scratch cards have been developed.25

Digital computer applications can offer agile and customizable
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administration of AUC tests,26 and their usage is poised for
rapid growth, but they have been slow in adoption as most
course testing is still administered in-class by pen-and-paper
means.
One scratch-card product that has been gaining in popularity

is the immediate feedback assessment technique, or IF-
AT.16,27,28 The IF-AT response sheet consists of rows of
bounded boxes, each covered with an opaque waxy silver
coating. Each row represents the options for one MC item. For
every item there is only one keyed answer, represented by a
small black star within the corresponding box. Students make a
selection by scratching the coating off the box that represents
their chosen option. If the scratched box reveals the black star,
the student knows that they have correctly selected the keyed
response. Alternatively, if no star appears, the student
immediately knows that their chosen option is incorrect. The
student can then reconsider the question and continue
scratching boxes until the star indicating the keyed option is
revealed or until scoring opportunities are exhausted. Typically
students are encouraged to reveal the keyed response regardless
of scoring opportunities, with no disadvantage in doing so.
There are three aspects of AUC methods such as the IF-AT

that make them attractive to instructors and test makers. First,
the availability of immediate confirmatory/corrective feedback
has been demonstrated to promote learning,16 especially of
higher-order generalization and knowledge.29,30 Second, the
partial-credit schemes are straightforward and rational,31,32

engendering a sense of fairness that can be absent in other MC
techniques.33,34 Indeed, 15 years of research has consistently
found that students approve of the IF-AT and recommend its
expanded adoption.33,35 Third, the attendant benefit of
confirmatory feedback in AUC formats has allowed for the
development of new MC testing superstructures wherein items
build one upon another. Known as integrated testlets (ITs), the
use of these structures in STEM disciplines is motivated by the
desire to assess higher-order knowledge that is typically
reserved for traditional constructed-response questions.31,35

The development of ITs has specifically targeted STEM
disciplines, where the assessment of integrated conceptual
and procedural understanding is of prime importance but
difficult to attain with the traditional MC format.36

When assessing higher-order thinking, the absence of a
simple means of rewarding incomplete understanding is a
particular drawback of traditional MC tests. Additionally,
concurrent with the desire for more nuanced scoring of MC
questions is a pervading aversion against rewarding students for
random guessing.8,37−39 These two considerations are in
conflict in the AUC approach because partial credit is granted
via repeated selections, which necessarily provide added
opportunities for random guessing with continually improving
odds. In other MC formats, a penalty for random guessing is
sometimes instituted in the form of “negative scoring”
schemes,8,37,40 but because in AUC students are required to
make selections until they discover the keyed response,
negative scoring is incompatible with the IF-AT.32 Thus, to
address questions regarding both grade inflation and possible
increased guessing due to repeated response and the
concomitant awarding of partial credit, an understanding of
the effects of using the IF-AT on test scores is needed.
Past research on the operation of the IF-AT establishes that

with various scoring schemes similar to that used here, the
allotment of partial credit increases test scores by approximately
8−13 percentage points.35,41−43 In these studies an estimate of

the effects of partial credit is made post hoc by rescoring AUC
tests as traditional first-selection dichotomous tests. This
measurement therefore neglects any af fective behavior changes
due to students approaching IF-AT tests differently than they
do Scantron tests. Such effects could be significant: For
example, instructors who adopt IF-AT/AUC tests report
concerns regarding a possible increased carelessness in initial
selections, arising from the perceived safety-net of partial credit
on repeated selection.30,31 Additionally, “lottery-style” scratch
cards may engender a greater sense of required “luck” than do
traditional response cards, thereby increasing the likelihood of
student guessing. Finally, the immediate feedback aspects of the
technique mean that students are confronted by their lack of
knowledge during the assessment, and this has led to questions
regarding student anxiety and its effect on test scores through
different student behaviors.44 Thus, a comparison of results
from the post hoc dichotomization of IF-AT tests with those
from Scantron tests may not accurately reflect the differences in
test scores due to repeated selection alone. In this paper we
report on a two-year study in a large introductory chemistry
course that compares one midterm delivered through Scantron
with a concept-equivalent midterm delivered through IF-AT,
and one final delivered through Scantron with the identical final
delivered through IF-AT.
The following research questions guided this investigation:

(1) What effect on test scores does moving from Scantron to
IF-AT have in a typical introductory chemistry course final
exam? (2) What evidence is there that partial credit granted via
IF-AT for selections beyond the first response is distributed in a
valid manner, and are such responses more or less random than
the first selection? (3) What evidence is there that a
dichotomously scored IF-AT exam is answered differently
than a traditional multiple-choice exam such as Scantron-type,
and is there a score penalty or boost to any such affective
behavior?
The approach described herein allowed us to measure the

differential effects of using the IF-AT response system over
Scantron on the test scores in a typical high-enrollment
undergraduate STEM class, and to furthermore assess whether
the partial credit is granted rationally via IF-AT. We find that,
with a typical scoring scheme, IF-AT scores average
approximately 6−7 percentage points higher than those of
equivalent dichotomous MC tests. Additionally, partial credit is
indeed earned in a consistent and highly discriminating manner.
Finally, an analysis of the number of options in items further
suggests that the effects of random guessing are largely
negligible in well-constructed IF-AT tests.

■ METHODOLOGY

We compare midterm and final exam scores obtained from two
consecutive year offerings of a second-term introductory
chemistry course (Chemistry-II), where, in the first year, the
midterm and final exam delivery was through Scantron, and in
the second year delivery of these was through IF-AT. A first-
term course, Chemistry-I, precedes this second-term course,
and for both years in Chemistry-I the midterm and final exam
delivery was through Scantron. The curriculum for the two
courses is largely distinct, with Chemistry-I covering reactions,
atomic structure, bonding, intermolecular interactions, and
chemical equilibria. Chemistry-II covers thermodynamics,
electrochemistry, kinetics, and an introduction to organic,
biochemistry, and transition metal chemistry. The courses were
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delivered at a small, primarily undergraduate Canadian
university.
Both courses are required for chemistry, biology, and forensic

science majors. The student population is broad in interests and
anticipated majors. Thus, the results from this investigation are
relevant to a range of STEM disciplines.
The same instructor taught Chemistry-I in the fall terms of

Year 1 and Year 2 of the study. In the Winter terms, Chemistry-
II was taught by different instructors in Year 1 and Year 2, both
of whom have taught the course several times before, working
from common lecture materials. These two offerings were
closely aligned by lecture content, course textbook, instructor
consultation, laboratories, and exams.
For Chemistry-I, midterm and final exams for both Year 1

and Year 2 of the study comprised MC questions from a major
publisher’s testbank.45 For Chemistry-II, in Year 1 the midterm
and final exams also utilized testbank questions, with the
midterm comprising 25 questions and the final exam
comprising 50 questions. For Chemistry-II in Year 2, the
midterm exam comprised 25 questions from the same testbank,
without particular consideration of the questions selected for
the Chemistry-II midterm in Year 1. By serendipity, five of the
25 questions on the Chemistry-II midterm in Year 1 appeared
on the Year 2 midterm. The Chemistry-II midterms for Year 1
and Year 2 of the study covered the same course content,
comprising thermodynamics and electrochemistry from three
chapters in the textbook common to the Year 1 and Year 2
offerings of Chemistry-II. Figure 1 shows a breakdown of the
number of questions in each of the midterms by concept. A
difficulty score on a simple three-point-scale (easy 1, moderate
2, and difficult 3) is included by the publisher for each question
in the testbank. The average difficulties for the questions on the
midterms in Year 1 and Year 2 were the same (2.28). The
average difficulties for the thermodynamics questions were 2.31

and 2.28 in Year 1 and Year 2, respectively, and those for the
electrochemistry questions were 2.25 and 2.29 in Year 1 and 2.
The final exams for Chemistry-II for Year 1 and Year 2 used

the identical set of questions, but in Year 2 they were deployed
using IF-AT. Thus, Year 1 and Year 2 midterms in Chemistry-II
are said to be “concept-equivalent” because they cover the same
course topics without necessarily using identical questions,
while the final exams are termed identical in that they used the
same questions year-over-year with a (near-) identical item
order. The scoring scheme used with the IF-AT in Chemistry-II
Year 2 midterm and final exams rewarded full credit for
revealing the keyed response in the first selection, 1/2 credit for
revealing it in the second selection, 1/10 credit for revealing it
in the third response, and no credit afterward. This scheme is
denoted [1, 0.5, 0.1, 0, 0]. A representative example of an IF-
AT card, with scoring scheme, is shown in Figure 2. Because
the IF-AT cards are prekeyed, ensuring the matching of items
and requisite key required a different option ordering in each
exam version. For test security reasons, two versions each of the
midterm and final exams were deployed, each comprising
identical questions but with quasirandomized option ordering.
Aside from this reordering, the two versions were identical. It
was discovered during deployment of the Chemistry-II Year 2
final exam that two IF-AT items were miskeyed, and later found
that one item was not identical between the two years’ versions.
Thus, for analysis we removed 3 of the 50 final exam questions,
leaving 47 matched questions in the 2013 and 2014 Chemistry-
II final exam for analysis. Of these, 13 items were of the 4-
option type, and 34 items were of the 5-option type.46

The numbers of students completing the final exam in each
of the respective courses follow: 2012 Chemistry-I, 385; 2013
Chemistry-I, 453; 2013 Chemistry-II, 346; 2014 Chemistry-II,
406. Not all of the students who complete Chemistry-I proceed
to take Chemistry-II in the immediately following term.

Figure 1. Number of questions on the Chemistry-II midterms in Year 1 and Year 2, by concept.
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Ultimately, 314 students completed both Chemistry-I and
Chemistry-II in Year 1 of the study, and 367 students
completed both Chemistry-I and Chemistry-II in Year 2 of
the study. This retrospective investigation required no
interventions beyond those usually adopted within a program
review of a typical iteration of a course. We report here on
results obtained in the process of pedagogical review and
educational tool assessment, and thus REB/IRB review was not
required.

■ RESULTS AND DISCUSSION
Because the Scantron and IF-AT formats are being compared
among cohorts from different years, it is important to calibrate
these cohorts’ baseline abilities. Aiding this goal is the fact that
both populations received instruction in Chemistry-I from the
same person and with essentially identical syllabuses. The fact
that the Chemistry-I final exams in each of Year 1 and Year 2
comprised the same number of MC items from the same
testbank suggests that these constitute a good baseline measure
of the incoming abilities of the Year 1 and Year 2 Chemistry-II

populations. Indeed, we find that the mean Chemistry-I final
exam scores, pared down only to those students who are
included in the Chemistry-II Scantron/IF-AT comparison, to
be nearly identical, at 57.5% ± 14.1% (M ± SD) and 57.9% ±
15.5%, respectively, for Year 1 and Year 2. Statistical
equivalence of these scores is confirmed using the method of
Lewis and Lewis,47 which relies on performing two one-tailed t
tests to establish an “equivalency range”.48 The equivalence of
these two groups is further bolstered by their overall course
scores. The Chemistry-I course scores for these populations
were 72.4% ± 10.4% and 72.5% ± 11.2%, for Year 1 and Year 2,
respectively. Thus, we have good evidence that the two
Chemistry-II experimental populations are equivalent in ability.
The primary measurement tools in this study are the

Chemistry-II midterm and final exams. For this purpose, these
exams should be as good as or better than other typical
examinations. Table 1 presents a summary of test psycho-
metrics for these exams when administered as traditional MC
questions via Scantron in Year 1 and when administered in the
AUC format via the IF-AT in Year 2. Classical item analysis
reveals that indeed these are good exams.49 An item is said to
be discriminating when it distinguishes between high-perform-
ing and low-performing students. A common means of
measuring the discrimination of an item is via correlation
between that test item’s score and the total test score. For tests
with dichotomous items, this is done via the point-biserial
correlation coefficient which is equivalent to the Pearson
product moment, r. Likewise, r is the appropriate measure for
polytomous scores. In general, acceptable exam items should
discriminate above r = 0.2, with “good” items exceeding
0.4.50−52 As shown in Table 1, the Year 1 Scantron exams yield
mean item discriminations of 0.40 ± 0.12 and 0.36 ± 0.12.
When scored polytomously, the Year 2 IF-AT exams display
mean item discrimination of 0.46 ± 0.08 and 0.38 ± 0.11.
These values are well above the average for typical classroom
exams. For example, DiBattista and Kurzawa report a mean
discrimination coefficient (via the point biserial correlation) of
0.27 ± 0.04 for a diverse set of traditional MC tests in a
comparable proximate institution.50 Having items that discrim-
inate well is key to creating a reliable assessment tool.
Test reliability is a measure of how consistently the scores

reflect what they are attempting to measure.49,52,53 Thus, high
test reliabilities are important here to establish that the exams in
this study are good tools for measuring the effects of test format
on test score. Traditionally, test reliability is estimated by
Cronbach’s α, a measure of internal consistency, and these are
also displayed in Table 1.49,54 Test reliability depends on mean
item discrimination and scales with the number of items, with
“longer” tests being typically more reliable. Thus, to aid in

Figure 2. First 13 rows (with mock responses) of an exemplar IF-AT
scratch card. Students make selections for a given item (horizontal
row) until the keyed response is revealed by the presence of a star
within a bounding box. Partial credit is granted based on the number
of selections required to reveal the star. The displayed card may be
self-scored, as shown using a [1, 0.5, 0.1, 0,0] scoring scheme.

Table 1. Summary Measures for the Chemistry-II Exams under Typical MC (Scantron) and under AUC (IF-AT) Conditions

Year and Exam Format
Number of
Students, Ns

Number of
Questions, nQ

Difficulty, p
M ± SD [max, min]

Discrimination Coefficient,
M ± SD [max, min] Reliability, α

Year 1 midterm
(Scantron)

353 25 0.57 ± 0.19 [0.84, 0.24] 0.40 ± 0.12 [0.59, 0.11] 0.78

Year 2 midterm (IF-AT) 414 25
Polytomous 0.64 ± 0.18 [0.86, 0.43] 0.46 ± 0.08 [0.68, 0.28] 0.84
Dichotomous 0.55 ± 0.21 [0.82, 0.27] 0.45 ± 0.08 [0.58, 0.29] 0.83
Year 1 final (Scantron) 346 47 0.67 ± 0.16 [0.94, 0.27] 0.36 ± 0.12 [0.57, 0.03] 0.86
Year 2 final (IF-AT) 406 47
Polytomous 0.73 ± 0.14 [0.95, 0.37] 0.38 ± 0.11 [0.56, 0.09] 0.87
Dichotomous 0.64 ± 0.17[0.92, 0.26] 0.38 ± 0.11 [0.56, 0.08] 0.87
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comparing reliabilities between tests of differing lengths, one
can use the Spearman−Brown prophecy formula to compute
the predicted “adjusted” reliability of any given test, scaled to
that of a test comprising equivalently performing items of some
standard length.49 It is becoming more common to compare
reliabilities of tests adjusted to 50 items.50 All of the exams used
in this study yield α ≥ 0.78, with a mean reliability of α̅ = 0.84.
The scaled reliabilities are all above 0.87, with a mean adjusted
reliability of α̅50 = 0.89. Again, this compares favorably both
with general guidelines for test reliability that set 0.70 as a
benchmark for “reliable” classroom exams,55 as well as with
DiBattista and Kurzawa’s reported adjusted reliabilities of α̅50 =
0.74 ± 0.07.50 Thus, the exams used in this study represent
good measurement tools for the determination of the effects of
test format on test scores.
In the case of the midterms, the mean exam score rose from

0.57 ± 0.19 to 0.64 ± 0.18 in going from Scantron to IF-AT,
and in the case of the finals it rose from 0.67 ± 0.16 to 0.73 ±
0.14. This change of 6−7 percentage points is statistically
significant (midterm: t(765) = 5.7; p < 0.05|final: t(750) = 5.5;
p < 0.05) and is a notable result from this study. Simplistically,
we could view this change as representing the mean level of
student partial knowledge, but it also includes the effects due to
test format. These scores include partial credit with the [1, 0.5,
0.1, 0, 0] scheme, as mentioned above. Post hoc rescoring these
exams with [1, 0, 0, 0, 0] removes the partial credit and
provides a measure of a post hoc scored dichotomous IF-AT
test. We find a statistically significant difference in scores
between the Scantron-administered final exam (0.67 ± 0.16)
and the identical (post hoc dichotomized) IF-AT final exam
[(0.64 ± 0.17); t(750) = 2.3, p < 0.05]. The corresponding
difference in the midterm scores is consistent but not
statistically significant. The finding that these scores are ∼3
percentage points lower than the Scantron scores is consistent
with the notion that post hoc dichotomization of IF-AT scores
overestimates the effects of partial credit on test score. Prior
studies report a difference of 8−13 percentage points when
scoring IF-AT with a scheme similar or equivalent to ours
versus post hoc dichotomized scoring.35,41−43 Our study
indicates that the observed increase in polytomous IF-AT
scores over dichotomous Scantron scores comprises two
components: an increase of ∼9−10% due to partial credit
alone, and a decrease of ∼3% due to behavioral changes
associated with the test format (“confidence in guessing”,
“scratch fever”, feedback anxiety, etc.).
Widespread adoption of AUC formats of MC testing that

grant partial credit via repeated selection might be inhibited by
instructors’ fears of grade inflation. Certainly, the availability of
partial credit has the potential to significantly increase exam
scores such that students who would “fail” a traditional
(dichotomous) exam might pass when partial credit is
accounted for. In our courses, an exam score of 0.50 is the
threshold for failure. In the Year 2 Chemistry-II final exam, 61
students whose dichotomous score would have been below
0.50 passed the exam. This cohort, representing 15% of test
takers, saw their exam scores rise by 12.5 ± 2.7 percentage
points due to partial credit. Another 27 students failed the exam
even with partial credit.
Clearly, scores can increase significantly when partial credit is

made available. Nonetheless, as discussed below, ideally this
increase should not reflect “grade inflation”, which is
characterized by a uniform score increase brought about by
indiscriminant partial credit. Rather, we have strong evidence

that the partial credit granted in our tests is discriminating, and
that, as found by Attali, “the difference between initial and
revised scores lies in more precise trait measurement and not in
measurement of a different trait”.56 Because partial credit is
meant to reflect students’ states of partial knowledge, it is
desirable for the allocated partial credit to strongly correlate
with a real measure of knowledge. In a reliable and valid test,
the test score should represent the knowledge of the test taker.
Thus, a good way to correlate partial credit to knowledge is to
compare the rates at which students obtain partial credit with
their rates of obtaining full credit; the higher the student’s
dichotomous score, presumably the more knowledgeable they
are. A plot of students’ scores with and without partial credit, as
shown recently by Grunert et al.,7 can indeed indicate that the
resultant polytomous scoring is within acceptable bounds, but
because partial credit overall only comprises a small portion of
the total score, it is possible to obtain large, but spurious,
correlations between these measures. As a case in point, the
correlations between our dichotomous and polytomous test
scores in the Year 2 Chemistry-II midterm and final exams are
0.98 and 0.99, respectively. Moreover, a simple correlation
between student dichotomous scores and the total amount of
partial credit they earned is problematic in that the
dichotomous score caps the available partial credit; the two
are anticorrelated.7 Nonetheless, the more knowledgeable the
student is, the more frequently they should be able to obtain
partial credit in a subsequent attempt when they have
incorrectly answered a first attempt. Figure 3 presents the

correlation between the rate at which students obtain available
partial credit and the rate at which they correctly identify the
keyed response on their first selection, for both the midterm
and final exams. Because there is a discrete set of dichotomous
score values, the partial-credit data has been binned by these
scores, with error bars representing the standard error in the

Figure 3. Strong correlation exists between primary student
knowledge and their ability to obtain available partial credit. For
each of the midterm exam (blue symbols) and final exam (red
symbols), a scatter plot of the proportion of available partial credit
obtained by each student and their exam score when only considering
initial responses (dichotomous score) reveals strong correlations of r =
0.93 and 0.90, respectively.57 Dichotomous scores are discrete and
have been binned, with error bars representing the standard error in
the mean for each bin. Only dichotomous scores with more than one
entry are included.
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mean of each bin. Thus, we only consider score bins with two
or more samples in our analysis. Additionally, any students who
scored 100% (one or two in each exam) had no opportunity to
obtain partial credit and were excluded from the analysis
presented in Figure 3.57

Two important conclusions can be drawn from the data in
Figure 3. First, there is a clear monotonic relationship between
“full knowledge” and “partial knowledge”, with strong students
attaining partial credit at a greater rate than weaker students.
(Note the intercept of this graph will not pass through zero
because all MC questions, whether on first selection or on
subsequent ones, allow some possibility of marks to be assigned
due to chance alone.) Second, the data for these midterm and
final exams overlap, suggesting that the same cohort
approached the two different IF-AT tests in a similar manner
when it comes to partial credit. Were there an abundance of
random guessing in second or third selections, the relationship
seen in Figure 3 would be much weaker, or perhaps even
completely flat.
Another interesting piece of evidence that suggests that

random guessing in IF-AT tests is not a significant component
of the student performance comes from a comparison of 4-
option and 5-option items in the Chemistry-II final exams. In
Year 1 (Scantron), the 4-option items proved more difficult
than the 5-option items. Likewise, in Year 2 (IF-AT), the post
hoc dichotomized scores are higher for the 5-option items.
These differences are 3−4 percentage points, but not
statistically significant. The opportunities for guessing on
repeat selection in the Year 2 IF-AT exam would imply that
the mean polytomous item score for the 4-option items should
increase more than it does for the 5-option items.37 Instead, we
find that the mean score of the 4-option items in the Year 2 IF-
AT iteration is 0.70 ± 0.17, while it is 0.74 ± 0.13 for the 5-
option items. The comparison of these scores is inconsistent
with what would be expected from entirely random guessing.37

Thus, we see no evidence that students are blindly guessing on
the IF-AT tests, neither in their initial responses, nor in
repeated selections.
The amount to which the IF-AT increases test scores over

the traditional MC format clearly depends on the chosen
scoring scheme. We have found that compared to a post hoc
dichotomously scored test (given by [1, 0, 0, 0, 0]), the [1, 0.5,
0.1, 0, 0] scheme raises scores by ∼9−10%. Thus, it is
instructive to note the extent to which alternative scoring
schemes are anticipated to impact test scores and mean item
reliabilities. Table 2 lists the post hoc calculated mean item
difficulties and discrimination coefficients for various relevant
scoring schemes for the Year 2 final exam. For example, we find

that for a [1, 1/3, 0, 0, 0] scheme, which we denote as “harsh”
for giving less credit for second responses and no credit for
third responses, the test score still increases by 5%. The mean
item discrimination for this scheme is equivalent to that of [1,
0.5, 0.1, 0, 0], and thus the partial credit is equally
discriminating. On the other hand, a “generous” scheme of
[1, 0.75, 0.5, 0, 0], is expected to raise test scores by 16% over a
post hoc dichotomous test. Nonetheless, even with this scheme,
the mean item discrimination is only slightly (and not
significantly) lower, falling from r ̅ = 0.34 to 0.31. Only when
we test an “irrational” scoring scheme such as [0, 0.1, 0.5, 1, 1]
that does not reward primary knowledge and rewards
misinformation by giving the most credit for later selections
do we find a significant drop in mean item discrimination.58

Thus, there are ample opportunities to devise scoring schemes
that rationally reward partial credit in a manner that faithfully
represents partial knowledge, even without experiencing
significant grade inflation.
There are several aspects of this study that limit both its

scope and the strength of our findings. The main limitation is
that we present a measurement from a single course iteration.
While our findings were consistent across two exams (midterm,
final), it is possible that our measured score change in going
from Scantron to IF-AT would change upon repetition.
Repetition, however, would not simply mean looking at scores
of arbitrary IF-AT tests, because they may be significantly
different than traditional MC tests (for example, if they use
integrated testlets). Repetition would require matching
Scantron and IF-AT exams and cohorts. Our measurement is
currently limited to a single course and discipline, namely,
introductory chemistry. Our prior experience with introductory
physics suggests little difference in how physics and chemistry
students approach the IF-AT, but it is possible that other
disciplines outside of the physical sciences would approach this
differently. It is also likely that students in upper years would
respond differently than freshmen do. Thus, whether our
findings apply beyond introductory science courses is uncertain.
Finally, because of the nature of repeated selections within the
answer-until-correct approach, distractor viability is important.
Our tests were representative of acceptable-to-good classroom
tests, but even in our exams a significant proportion of items
had at least one nonfunctioning distractor. If one were to use
IF-AT on a test with poor items that contain several
nonfunctioning distractors, they may see a more detrimental
effect on the granting of partial credit compared to the initial-
response score. In this case, it might be expected that the partial
credit will prove significantly less discriminating. Thus, as with
all research on the operation of MC test items, this work is
most relevant to well-constructed tests.

■ CONCLUSION
To gain a better understanding of the effects of partial credit on
test scores in an answer-until-correct multiple-choice test
format, we compared both similar and identical Scantron and
IF-AT examinations. We find that a [1, 0.5, 0.1, 0, 0] scoring
scheme that grants half-credit if students select the correct
response on their second selection and one-tenth credit upon
their third selection increases test scores by ∼6−7% compared
to a dichotomously administered traditional MC test. That this
increase is slightly smaller than that obtained when we simply
removed the obtained partial credit (post hoc dichotomous
marking) suggests that students approach the scratch cards
differently than they do Scantron cards, perhaps being slightly

Table 2. Effect of Scoring Scheme on Final Score and Mean
Discrimination: Year 2, Chemistry-II Final Exam

Scoring Scheme Notes
Mean

Difficulty, p
Mean Discrimination

Coefficient, r ̅
[1, 0.75, 0.5 0, 0] “Generous” 0.80b 0.31
[1, 0.5, 0.1, 0, 0]a As givena 0.73a 0.34a

[1, 0.5, 0, 0, 0] “Two strikes” 0.72 0.33
[1, 0.33, 0, 0, 0] “Harsh” 0.69 0.34
[1, 0, 0, 0, 0]a Dichotomousa 0.64a,b 0.33a

[0, 0.1, 0.5, 1, 1] “Irrational” 0.18b 0.26b

aThese two schemes are the focus of this article. bIndicates a
statistically significant difference compared to the as-given scheme
(two-tailed t-test; p < 0.05).
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less mindful in making initial selections. Nonetheless, we find
that, with IF-AT, the partial credit is awarded in a
discriminating manner, where the likelihood of any given
student obtaining available partial credit is highly correlated
with their overall likelihood of initially selecting the keyed
option. Partial credit is thus closely tied to partial knowledge
with the IF-AT, and its availability improves the test’s
measurement of content knowledge. While it is difficult to
separate random guessing from poor performance, our results
demonstrate a strong correlation between overall student
performance and ability to correctly answer a question after an
initial incorrect response, suggesting that many students are not
randomly guessing on subsequent attempts. Additionally, we
find obtaining partial credit on 4-option items proves as or
more difficult than it is on 5-option items, further supporting
the notion that any effects of random guessing are negligible in
our tests. This finding thus further diminishes the need for
adopting or designing negative-scoring schemes, or for
expanding the number of options.
Our findings are most directly relevant for instructors who

are considering adoption of answer-until-correct multiple-
choice formats for a variety of established pedagogical and
technical attributes of partial credit and immediate feedback.
We have established a preliminary measure of the anticipated
test score increases in moving from typical MC testing, and find
that this increase, at ∼6−7 percentage points, is both modest
and psychometrically justified. On the basis of these findings we
anticipate increased adoption of multiple-choice tests that
utilize the IF-AT or any other answer-until-correct response
format in introductory chemistry course assessments, including
online or computerized delivery.
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